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MODERNISING, UPGRADING AND RECOMMISSIONING THE
INDOOR ANTENNA RANGE AT STELLENBOSCH UNIVERSITY

D. M. P. Smith∗, D. B. Davidson∗, A. Bester∗ and J. Andriambeloson∗∗

∗ Department of Electrical and Electronic Engineering, Stellenbosch University, Stellenbosch 7600,
South Africa. Email: davidson@sun.ac.za

Abstract: This paper describes the upgrade to the indoor antenna range at Stellenbosch University. The
previous measurement process relied upon obsolescent control equipment and undocumented software;
it was critical that these be replaced. Now, the antenna range supports three measurement types using
a commercial integrated measurement control system that provides support for high gain and low gain
antennas over a wide frequency range. These are spherical near-field, planar near-field and conventional
far-field measurements, with the potential to implement cylindrical near-field. The antenna range
potentially supports operations from 1 GHz up to 26.5 GHz, though the currently available probes
do not cover the full band. The main physical upgrade was performed during October 2014, though
investigations had already begun in 2011, and some supplementary tasks were still ongoing at the time
of writing. Several innovative commissioning tests have been undertaken, some of which are only
possible with near-field metrology, and these are described in the paper.

Key words: Indoor Antenna Range, Spherical Near-Field Measurements, Planar Near-Field
Measurements, Far-Field Measurements

1. INTRODUCTION

Stellenbosch University’s antenna range was originally
built over twenty five years ago under the direction of Prof
J. H. Cloete, with the majority of components designed
and manufactured internally by members of staff [1]. At
around much the same time, a number of other antenna
ranges were built in South Africa, including the indoor
range at the Pretoria campus of the Council for Scientific
and Industrial Research [2], the compact range at Pretoria
University [3], and the outdoor range at Paardefontein [4].

This reflected major interest in antenna engineering at the
time, which was driven largely, although not exclusively,
by defence applications. All of these antenna ranges have
provided excellent service over many years to the antenna
engineering community in South Africa. Also, they have
proven very attractive to overseas companies, particularly
the outdoor range at Paardefontein. Recently, the national
focus on the Square Kilometre Array radio telescope has
given renewed impetus to antenna engineering [5].

Stellenbosch University’s facility originally comprised a
polarisation axis rotator mounted on an automated planar
scanner and cylindrical axis rotator mounted on a manual
translation track that permitted these measurement types:
cylindrical near-field (CNF), planar near-field (PNF), and
far-field (FF) cuts. While this facility was still functional,
major components were no longer supported nor properly
understood, hindering continual support of this facility.
Firstly, the facility relied upon a venerable HP 8510 vector
network analyser (VNA), which has not been supported
by the manufacturer for several years (originally Hewlett
Packard, then Agilent, presently Keysight Technologies).
Also, the control equipment relied upon obsolete software,
that was effectively undocumented, and legacy drivers.
Finally, a number of crucial components were no longer

supported, such as the controller for the stepper motors.

With commercial simulation software readily available,
it is now the ability to make high quality measurements
that differentiates leading research institutes in the field.
Access to these facilities is limited, due to the expense of
RF measurement equipment, and specialist operators are
required to obtain the best results. During the lifespan of
this facility to date, well over two hundred post graduate
students have been able to receive training at the facility,
providing a number of them with a crucial component in
their research. This facility is also used in the final year
course on high frequency systems. These considerations
made modernising and upgrading the facility a priority.

Near-field (NF) metrology has several advantages over FF
metrology, with the most obvious being that the probe is
not constrained to being in the FF of the antenna under test
(AUT). When the facility was originally commissioned,
NF metrology was in its infancy [6, 7], and facilities were
custom-made, both in terms of hardware and software. In
the interim, commercial products, with ongoing technical
support, have become available [8]. As our antenna range
is a general purpose facility, it was upgraded as a NF range,
given the flexibility offered by such a system, although
some initial consideration was given to converting the
anechoic chamber into a tapered range, similar to [9].

In this paper, the upgrade of this facility is detailed.
This begins with an overview of the upgrade process,
specifically the changes made to support the new
components. This is followed by a description of the
functions of the components, focusing on the options
provided by the NF measurement types. Thereafter,
a description of the measurement setup is provided,
including the calibration process required prior to
performing a measurement. The paper concludes
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with initial results using the facility; several innovative
commissioning tests, which represent new contributions in
the context of this range; and an outline of ongoing and
planned work to further improve the facility.

2. UPGRADE PROCESS

While the manufacture of antenna measurement systems is
a specialised field in general, this is particularly true for
NF ranges. Therefore, Nearfield Systems, Inc. (NSI), a
US based company, was contracted to drive the upgrade of
Stellenbosch University’s facility [10]. This company has
been providing hardware, software and customer support
for antenna metrology for over a quarter of a century. Of
particular interest is the integration of NSI’s components
with that of Keysight Technologies’ range of VNAs, as our
research group had extensive experience using their VNAs.

Both planar motions and spherical motions are required to
provide support for both high gain and low gain antennas,
as each motion type is appropriate for a different gain type,
with this upgrade including both in an integrated system.
The 700S-30 was identified as an appropriate model for the
spherical motions, in supporting antennas up to 0.5 m in
diameter and up to 18 kg in mass. This spherical near-field
(SNF) scanner supports medium and low gain antennas in
sampling the full sphere around the AUT and the existing
PNF scanner supports high gain antennas in sampling a
finite sector of the forward hemisphere of the AUT.

Before the upgrade was initiated, the state of components
was catalogued, to determine which components to replace
and which to retain. The absorber material, PNF scanner
and Z Track were in good condition, despite providing over
a quarter century of service. For reasons outlined above, it
is useful to have both PNF and SNF scanners available, and
it proved cost effective to integrate these into one system,
making use of the Z Track to shift the SNF scanner to allow
for both measurement types – and potentially CNF – using
the same equipment. It should be noted that this facility
can only support one measurement type at any given time.

Although still functional, the cylindrical axis rotator
was rendered redundant by the procurement of the SNF
scanner. Similarly, the new control equipment rendered
the motors and the encoders of the PNF scanner redundant.
While the SNF scanner is designed to be mounted on
the floor, a wheeled base was designed at Stellenbosch
University to manually shift it along the Z Track to the
desired separation from the probe. This base positions the
AUT at the anechoic chamber’s mean height, maximising
the scan area and positioning the AUT in the quiet zone.

3. SYSTEM COMPONENTS

Stellenbosch University’s antenna range comprises the
control equipment, primarily housed in the control room;
the motion stages, housed in the anechoic chamber; and the
control and RF cabling connecting the various components
in and between these two rooms. The control equipment
comprises the motion stage controllers; the workstation

running the data processing software; and the VNA, which
acts as both the RF source and receiver. The motion stages
comprises the various motors, motor drivers and support
structures for the planar and spherical scanners. All these
components, and the probes, are described in this section.

3.1 Control Room

The control room forms part of a larger workspace, which
includes the laboratory manager’s office and the storage
area for the antenna range’s interchangeable components.
This room shares a dry wall with the anechoic chamber,
which contains the interface for the control and RF cabling
to pass between these two rooms and the door for personnel
to gain access to the anechoic chamber. The control room
has a grounded workbench, on which the majority of the
control and measurement equipment are housed.

The user utilises a desktop workstation in order to perform
measurements. The data processing software is installed
on this workstation, which allows the user to interact
virtually with the hardware, with the complicated process
of controlling and synchronising the motor movements
with the measurement sampling hidden from the user.
However, the user must understand the limits of the
antenna range, as it is possible to override the hardware
and software safeguards during the calibration process.

In taking the measurements, the VNA is a core component.
The PNA-X 5242A was identified as an appropriate model
due to its performance, integration with NSI components,
and our familiarity with its predecessors. It is also used for
numerous other measurement types [11]. While the new
VNA covers the same frequency range as the previous one,
the speed at which it switches between frequencies is much
faster. This allows the two scanners to move continually
during measurements, greatly speeding up the process.

The control and synchronisation of the motor movements
with the measurement sampling is performed by the
primary controller. This device converts requests made by
the user in the data processing software into commands for
both the VNA and the motors. It also records the motor
movements and the measured samples. These records are
synchronised and stored on the desktop workstation. Once
the measurement set has completed, the user interacts with
the data processing software to generate the desired results.

Additionally, the primary controller directly controls the
SNF scanner’s motors and indirectly controls the PNF
scanner’s motors through the secondary controller. Whilst
part of the control equipment, the secondary controller is
housed inside the anechoic chamber behind the X Track
to reduce the length of, and therefore loss in, the power
cabling. Due to the mass of the Y Tower, motor drivers are
utilised to provide the x stage and y stage with sufficient
power. None of the other stages require motor drivers.

The control room is equipped with an uninterruptible
power supply in the event of a power outage, allowing the
components to be shut down gracefully. No mechanical
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damage is expected, as the lead screws of the PNF scanner
hold the Y Tower and the probe in place. A minimum
measurement set is lost, as the data is stored on the desktop
workstation after each scan. However, the motor positions
require recalibration after a power outage, with the option
of resampling a portion of the scan area for verification.

3.2 Anechoic Chamber

The anechoic chamber is a rectangular room of dimension
9.1 m (L) × 5.5 m (W) × 3.6 m (H). Several modifications
were required when the chamber was constructed in the
1980s, as this room was originally an acoustic chamber. To
shield the room from external signals, the interior surfaces
were covered with aluminium sheeting, with the joints
soldered together to create a Faraday cage. As is usual with
an anechoic chamber, the interior surfaces of the flooring,
walls and ceiling were covered with absorber pyramids.

The back wall is covered with commercially supplied
absorber pyramids of 18 inch (450 mm) in height, with the
other surfaces covered with absorber pyramids of 12 inch
(300 mm) in height. The absorption of these pyramids at
a particular frequency is better the taller the pyramid, with
18 inch pyramids specified down to 500 MHz and 12 inch
pyramids down to 1 GHz. There is a walkway made from
absorber material running parallel to the Z Track, allowing
personnel to traverse the length of the anechoic chamber.

Although the walkway is made out of absorber material, it
has different properties to the pyramids. Using the ability
of the SNF scanner to rotate both rotation axes beyond
360◦, it is possible to perform SNF measurements over a
complete sphere with or without orientating the AUT in
the direction of the walkway. This will be used later in
this paper to quantify the performance variance between
the pyramids and the walkway.

To screen the AUT from the reflective surfaces of the
PNF scanner, two wooden panels are mounted onto the Y
Tower, with the surface of these panels facing the AUT
covered with absorber pyramids. Similarly, to screen the
probe from the reflective surfaces of the SNF scanner, the L
Bracket is covered with absorber pyramids. In both cases,
these absorber pyramids are 8 inch (200 mm) in height,
and are specified down to 1 GHz. However, the reflective
surfaces of the SNF base remain untreated.

The sections of the floor and roof that the Y Tower passes
along during PNF measurements are free of absorber
pyramids, to avoid fouling the Y Tower. The lead screw for
the X Track runs above the floor level, making it difficult
to screen this section of the floor with absorber pyramids.
As there is no hardware at ceiling level, the aluminium
sheeting here was covered with non-reflective material.
Over this, velcro strips were installed, so that absorber
pyramids could be attached during SNF measurements.

A section of the floor behind the X Track has been cleared
of absorber material to house the secondary controller.
The opening is larger than the volume of this controller

to allow the control cabling to be connected to the back
panel and to give personnel access to the switches on the
front panel. Additionally, space was made to not block its
cooling vent on the side panel. While non-ideal from a RF
interference point of view, this controller is housed near the
PNF scanner to provide its motors with sufficient power.

3.3 Planar Scanner

The PNF scanner comprises the X Track embedded in the
floor of the anechoic chamber, the Y Tower mounted on
the X Track, and the polarisation stage mounted on the
Y Tower. To move the probe along the x axis, the x
stage translates the Y Tower along the X Track. To move
the probe along the y axis, the y stage translates the pol
stage along the Y Tower. To rotate the probe around the
polarisation axis, the pol stage rotates the probe. These
three stages are controlled by the secondary controller.

The existing X Track and Y Tower were retained, with the
two motion stages replaced and the pol stage redesigned.
The x and y stages comprise motors and drivers that move
the probe over a 2.6 m (x axis) × 2.0 m (y axis) scan
area, with minimum step sizes of 0.025 mm (x axis) and
0.0125 mm (y axis) at speeds of 0.1 m/s (x axis) and 0.05
m/s (y axis). The pol stage comprises a motor and rotary
joint, that rotates the probe between polarisations, with a
minimum step size of 0.0125◦ at a speed of 20◦/s.

The gap between the absorber panels on the Y Tower can
be adjusted to accommodate probes of varying dimension.
However, the wider the gap, the greater the surface area
of the reflective surfaces of the Y Tower that is seen by
the AUT. Therefore, to maximise the probe support and to
maximise the Y Tower absorber coverage, the pol stage is
housed behind the absorber panels, with only cabling and
a support beam passing between the absorber panels. This
does limit the probe mass supported by the Y Tower.

There are three different safety mechanisms in place to
prevent the x stage and the y stage from derailing the PNF
scanner. Soft limits restrict the movements of the PNF
scanner to within the bounds set by limit switches mounted
on the X Track and the Y Tower. Hard limits cut the power
to the motors in the event that these switches are passed,
with hard stops mounted on the ends of the X Track and
the Y Tower. The pol stage is fitted with a rotary joint to
prevent the cabling from wrapping around the Y Tower.

The PNF and SNF scanners are depicted in Figure 1.

3.4 Spherical Scanner

The SNF scanner comprises the 700S-30 scanner mounted
on the SNF scanner base, which is mounted on the Z Track,
which is embedded in the floor of the anechoic chamber.
To move the AUT along the z axis, the SNF scanner is
manually translated along the Z Track. To rotate the AUT
around the θ axis, the θ stage rotates only the L Bracket of
the SNF scanner. To rotate the AUT around the φ axis, the
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Figure 1: Anechoic Chamber

φ stage rotates the AUT. As the Z Track is not absolutely
flat, the SNF scanner is levelled after each translation.

The existing Z Track was retained, with the SNF base
manufactured internally at our university, with the other
components forming part of the upgrade. The θ stage and
the φ stage comprise motors and rotary joints that rotate the
AUT over a 360◦ (θ axis) × 360◦ (φ axis) spherical scan
area, with step sizes of 0.0125◦ (both) at speeds of 20◦/s
(φ axis) and 7.3◦/s (θ axis). There are three measurement
setups: 180◦ (θ axis) × 360◦ (φ axis), 360◦ (θ axis) × 180◦
(φ axis) and the redundant 360◦ (θ axis) × 360◦ (φ axis).

The AUT is offset from the mounting interface of the SNF
scanner. This is done to reduce SNF measurement times
by reducing the offset between the AUT and the θ axis,
with this axis running through the centre of the SNF base.
Also, this protects the absorber pyramids by offsetting the
volume in which the AUT and RF cabling rotate during
SNF measurements from the volume occupied by the
absorber pyramids on the SNF scanner. However, this does
limit the AUT mass supported by the SNF scanner.

Unlike for the PNF scanner, no rotation of the φ stage
nor the θ stage could potentially derail the SNF scanner.
Soft limits on the θ stage are used to align the AUT as
part of the calibration process and to prevent the cabling
from wrapping around the SNF scanner. The θ stage has
no hard limits, as the 360◦ rotations that form part of SNF
measurements prohibit their use. The φ stage has no limits,
with alignment determined with a level and a rotary joint
preventing the cabling from wrapping around the scanner.

The SNF scanner is depicted in Figure 2.

3.5 Probes

The operational properties of the four currently available
probes are listed in Table 1. While the rectangular probes
are suitable for both measurement types, the horn probe

Figure 2: Spherical Near-Field Scanner

(RGP-10) is restricted to SNF measurements, due to the
nulls in the forward hemisphere of the radiation pattern
of this probe, which would cause errors in the PNF
probe correction algorithm. If required, users can provide
their own probes, with compatible mounting brackets, and
implement their own probe correction on the NF data.

Table 1: Probe Operational Properties
Probe Frequency Range Measurement Type

RGP-10 0.7–5.0 GHz SNF
WR137 5.85–8.2 GHz PNF, SNF
WR90 8.2–12.4 GHz PNF, SNF
WR62 12.4–18 GHz PNF, SNF

As the antenna range supports PNF and SNF measure-
ments, with the potential to include CNF measurements, it
is desirable to have probes suitable for both measurement
types over as wide a frequency range as possible. However,
the size and weight of low frequency rectangular probes
would strain the load capacity of the scanners. Therefore,
a horn probe is used, which is smaller and lighter than
the comparable rectangular probes and which has a wider
operational band than the comparable rectangular probes.

Each probe has a kit comprising absorber collar, mounting
bracket and waveguide to coaxial transition, as depicted in
Figure 3. The absorber collar hides the reflective surfaces
of the RF cabling and mounting interface from the AUT.
The mounting bracket allows the probes to be mounted on
both scanners. For the rectangular probes, the waveguide
to coaxial transition is positioned behind the absorber
collar, while for the horn probe it is in front of the absorber
collar, but hidden from the AUT by the horn’s flanges.

3.6 Anechoic Chamber Layout

The anechoic chamber layout is depicted in Figure 4. The
PNF scanner is the Y Tower mounted on the X Track and
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(a) Horn Probe (b) Rectangular Probe

Figure 3: Probe Kits

the SNF scanner is the L Bracket mounted on the Z Track.
The probe mounting interface is in front of the absorber
panels, limiting the maximum AUT to probe separation to
6.0 m, and the AUT mounting interface is on the L Bracket.
The Z Track is offset from the mean width to accommodate
the walkway. While the Y Tower can transverse the full X
Track, its nominal position is aligned with the Z Track. If
the dimensions or mass of the AUT exceed the limits of
the SNF scanner, the SNF scanner could be moved out of
the way, with a suitable stand manufactured for the AUT.
Only PNF measurements could be made in this case.
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Figure 4: Anechoic Chamber Layout

The coordinate system of the anechoic chamber is depicted
in Figure 5. Positive θ rotation is clockwise as seen from
above the AUT and positive φ rotation is counter clockwise
as seen from behind the AUT. As seen from in front
of the probe, positive x translation is leftward, positive y
translation is upward, positive z translation is backward

and positive polarisation rotation is clockwise. During
calibration, the x stage, y stage and θ stage move in their
negative directions to determine their nominal positions.
The definition of θ and φ rotations are opposite to those
normally used; for our facility, the AUT moves during
SNF measurements, whilst the probe remains stationary.
(Conventionally in antenna theory, the AUT is stationary,
at the centre of the coordinate system, and the fields around
it are probed as a function of θ and φ.)

pol

y

x z

Figure 5: Anechoic Chamber Coordinate System

3.7 Antenna Range Layout

The control interface is depicted in Figure 6. The primary
controller converts the user’s interactions with the desktop
workstation into synchronised movements of the SNF
scanner (directly) and PNF scanner (via the secondary
controller) with measurement sampling by the VNA. The
x stage and y stage require drivers to move the Y Tower.

C
ontrol R

oom

Sp
he

ric
al

 S
ca

nn
er

Planar Scanner

Primary
Controller

Secondary
Controller

Y Driver

X TrayY Tray

Y Stage

Pol Stage

Network
Analyser

Desktop
Workstation

X Driver

X Stage

Stage

Stage

Z Track

Figure 6: Control Interface

The RF interface is depicted in Figure 7. The VNA
compares the signal transmitted by the AUT with the signal
detected by the probe and amplified by the amplifier. The
θ stage, φ stage and pol stage are fitted with rotary joints.
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Figure 7: RF Interface

The power interface is depicted in Figure 8. The secondary
controller and drivers are housed in the anechoic chamber
to provide the PNF scanner with sufficient power.
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Figure 8: Power Interface

4. MEASUREMENT PROCESS

Making high quality measurements at an antenna range
requires attention to NF and FF metrology theory in terms
of understanding the motions of the scanners, setting up
the measurement, designing a suitable mounting interface
for the AUT, calibrating the antenna range and correcting
for probe effects. All of these are described in detail in
this section. While the mathematics surrounding NF to FF
transformations are beyond the scope of this paper, a brief
introduction into the theoretical background is given.

As FF patterns are the end result of most measurements,
it would appear logical to place the probe in the FF —
and indeed, this is a standard requirement in a far-field
range. Generally, the FF is established at 2D2/λ from
the antenna, where D is the largest dimension of the
antenna and λ is the wavelength [12]. This distance might
be inadequate for high-precision measurements and could
become excessive for electrically large antennas or low
frequency measurements. In such cases, the probe is
placed in the radiating NF, with NF to FF transformation
used to compute the FF data [8].

During PNF measurements, the position and orientation of
the AUT remains constant throughout, while the probe is
twice moved over a planar surface in front of the AUT,
with the orientation of the probe rotated 90◦ between scans
to measure orthogonal polarisations. As only the forward
hemisphere of the AUT is sampled, PNF measurements are
best suited for high gain antennas. As the AUT remains at
rest throughout the measurement, PNF measurements are
best suited for antennas that are large, heavy and/or flimsy.

By contrast, during SNF measurements, the AUT is twice
moved over a spherical surface in front of the probe, while
the position and orientation of the probe remains constant
for each scan, with the orientation of the probe rotated by
90◦ between scans for polarisation purposes. As the sphere
around the AUT is sampled during SNF measurements,
these measurements are best suited for low gain antennas.
As the AUT is in motion throughout, SNF measurements
are best suited for small, lightweight and sturdy antennas.

During PNF measurements, the orientation between the
AUT and the probe varies throughout, with the probe
sampling the AUT fields at angles off the probe’s boresight.
As such, the probe’s radiation pattern should have no nulls
in its forward hemisphere. While the main beam of a horn
probe would be too narrow, a rectangular probe would have
the desired radiation pattern. However, the operational
band of a rectangular probe is limited, requiring multiple
probes to span the full band at our facility.

By contrast, during SNF measurements, the orientation of
the probe remains fixed on the AUT throughout, with the
probe sampling the AUT fields on the probe’s boresight.
This allows a probe with a narrower main beam to be used,
as the sector of the probe’s radiation pattern that must be
null-free is reduced. While rectangular and horn probes
can be used, horn probes have the advantages of operating
over a wider frequency range than rectangular probes and
are lighter than rectangular probes at low frequencies.

4.1 Planar Near-Field Measurements

The probe motion during PNF measurements is depicted
in Figure 9. The probe is translated the full y axis in one
direction, then translated the sampling distance, ∆x, in the
x axis, before being translated the full y axis in the opposite
direction. Once the full x axis is traversed, the probe is
rotated and then it traces its path in the reverse direction.
While both x over y and y over x are possible, y over x is
the default as y translation is faster than x translation.

X Track

x

Y
 T

ow
er

Probe

Figure 9: Planar Near-Field Measurement Motions

The PNF measurement setup is depicted in Figure 10. The
probe travel length, L, is determined by the relationship

L ≈ D+2Z tanα (1)
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where D is the AUT diameter, Z is the AUT-to-probe
separation, and α is the scan angle. As the probe must be
in the radiating NF, Z is usually set to 3λ. Since the probe
must detect as much of the energy in the NF as possible, α
is chosen large enough to encompass all the significant NF
energy; typically, 40 dB below peak is used as the criterion.

L

Antenna

Z

ProbeProbe

P

D

Figure 10: Planar Near-Field Measurement Setup

The SNF scanner can be shifted nearer the PNF scanner
and/or a bracket can be mounted on the SNF scanner’s
mounting interface to reduce the AUT to probe separation.
This would reduce the probe travel length for a given scan
angle, reducing the measurement time. However, the probe
must remain in the radiating NF. Similarly, the bracket
cannot overload the SNF scanner’s bending moment nor
misalign the AUT from the centre of rotation of the φ stage.

4.2 Spherical Near-Field Measurements

The probe and AUT motions during SNF measurements
are depicted in Figure 11. The AUT is rotated the full θ
axis in one orientation, then rotated the sampling distance
in the φ axis, before being rotated the full θ axis in the
opposite direction. Once the full φ axis is rotated, the probe
is rotated, before the AUT traces its path in the reverse
direction. While both θ over φ and φ over θ are possible, φ
over θ is the default as φ rotation is faster than θ rotation.

Pol Stage

StageStage

Figure 11: Spherical Near-Field Measurements Motions

The SNF measurement setup is depicted in Figure 12. The
scan centre is the intersection of the θ and φ axes, with the
probe aligned with the φ axis. MRS is the minimal radius
sphere, which is the spherical volume around the scan
centre that the AUT fills during SNF measurements. PSR
is the probe scan radius, which is the distance between the
probe and the scan centre. The smaller the minimal radius
sphere, the shorter the measurement time. The shorter the
probe scan radius, the lower the free space losses.

Scan Centre

PSRMRS

Pol StageProbe Stage

Stage

Antenna

Figure 12: Spherical Near-Field Measurement Setup

A bracket can be mounted on the SNF scanner’s mounting
interface to place the AUT closer to the θ stage’s centre of
rotation. This would reduce the volume that the AUT fills,
reducing the measurement time. However, this bracket
must not overload the SNF scanner’s bending moment nor
misalign the AUT from the φ stage’s centre of rotation.
The SNF scanner can be shifted nearer the PNF scanner.
However, the probe must remain in the radiating NF.

4.3 Calibration Process

Before the calibration process begins, the components in
the antenna range are switched on, with the order equal
to the inverse of the hierarchy of the control equipment:
motor drivers; secondary controller; VNA; desktop
workstation; primary controller; and data processing
software. It is advisable to switch the VNA, the power
amplifier and the cooling system on an hour before the
measurement sampling starts to allow the temperature in
the anechoic chamber and these components to stabilise.

Preceding calibration, it must be determined whether the
AUT can indeed be measured at the range. This requires
that the AUT operates at a frequency range compatible
with the probes, that the AUT has an interface that is
compatible with the SNF scanner, and that the AUT does
not overload the SNF scanner’s bending moment. While
the choice between SNF and PNF measurements is usually
determined by the antenna’s directivity, the former might
be excluded if the AUT is too heavy or fragile to be rotated.

Given this, the first step in the calibration process is to
mount the AUT and the probe onto the scanners. This is
required to determine the positioning of the SNF scanner
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along the Z Track, as well as any resizing of the standoffs
of the AUT’s mounting bracket. To minimise measurement
time, it is preferable to position the AUT as close as
possible to the probe during PNF measurements, while it
is preferable to position the AUT as close as possible to the
centre of rotation of the θ stage during SNF measurements.

A mounting bracket was designed for the AUT, as depicted
in Figure 13. The back interface is compatible with the
mounting interfaces of the PNF and SNF scanners. While
the front interface has several mounting holes, users can
interchange it for one that is compatible with their AUT.
The absorber collar, comprising 6 inch absorber pyramids,
hides the reflective surfaces around the φ stage from the
probe, with the components in front of the collar made of
perspex. The gap in the collar is to allow cabling through.

Figure 13: AUT Bracket

If the Z Track has been repositioned, the SNF scanner
needs to be realigned, due to the non-ideal alignment of
the Z Track with the floor of the anechoic chamber. When
repositioning the Z Track, one should ensure that the RF
cabling connected to the SNF scanner is the optimal length
to minimise RF cable losses. Once the probe and the
AUT have been mounted, they are aligned with each other
for polarisation purposes. However, the data processing
software can correct for misalignment during processing.

The polarisation setup for devices, both probes and AUTs,
is depicted in Figure 14. The principal polarisation is at
0◦, and this is when the connector is on the left of the
device. The cross polarisation is at 90◦, and this is when
the connector is on top of the device. The definition for
polarisation is when the user is in front of the device and
looking at the device. Polarisation alignment is achieved
by placing a spirit level on top of the probe for the pol
stage and similarly on top of the AUT for the φ stage.

As no method to determine the positions of the x stage, y
stage and θ stage has been implemented, their positions are
calibrated each time their motors are switched on. Their
motors are indexed by moving them in the direction of
their safeguards, which are located at exact positions. Once
these safeguards have been reached, the motors are able to
reposition themselves relative to these positions. However,

Cable

Cross (90 deg)Principal (0 deg)

Cable
Pol

Figure 14: Polarisation Setup

a method to independently monitor whether the motors are
moving as expected has not been implemented.

Once the calibration process has been completed, it is
advisable to perform a few sanity checks. The power
levels detected by the probe should drop when the probe’s
polarisation is rotated. For PNF measurements, one should
ensure that the PNF scanner’s motions will not crash the
probe into the walkway. For SNF measurements, one
should ensure that the cabling will not wrap around the
SNF scanner. With the data processing software set on
stability check, one should ensure that the RF cabling has
been properly torqued.

Probe correction requires data about the probe in one
of three forms: analytical model, simulation model or
measurement data. Analytical models are suitable for
probes with predictable radiation patterns and that have
low on-axis cross polarisation levels, such as rectangular
probes [13]. For complex probe types, such as horn probes,
where the radiation pattern cannot be accurately predicted,
simulated or measured data is required, with measurement
data preferred due to manufacturing tolerances [14].

In the antenna range, probe correction forms part of the
NF to FF transformation algorithm, with the option of
selecting between an analytical model, only available for
the three rectangular probes, or importing third party data,
with measurement data available for the horn probe. With
this option, users are free to import third party data for
the rectangular probes or for their own probe, if needed.
Otherwise, the raw NF data can be exported, allowing
users to apply their own NF to FF transformations.

5. COMMISSIONING TESTS AND RESULTS

The commissioning of this facility is an ongoing process,
as different measurements uncover new aspects of the
facility. In this section, initial test of the facility and initial
measurements using the facility are presented.

5.1 Stability Check

The stability check option has uncovered a stability
problem with the RF cabling at the rear of the PNF scanner.
With the system at rest, the RF cabling in the region
of the amplifier is wiggled by hand, with the resulting
phase change depicted in Figure 15. The phase does
not return to the original value after the wriggle and the
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magnitude of change that the phase undergoes during the
wriggle is excessive. Therefore, replacement cables are
being investigated. The SNF scanner has no such similar
problem.
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Figure 15: Stability Check

Before each measurement, a sample is taken at a point
in the high energy zone of the AUT, and after each
measurement, another sample is taken at the same point.
The difference between these two measurements is an
indication of the amplitude and phase drift during the
measurement. Irrespective of frequency, our system has a
±0.1 dB and ±1◦ drift for an hour long measurement. As
an example, the stability check option is used to show that
the rotation of the pol stage from 0◦ to 90◦ and back to 0◦
has a minimal effect on the amplitude and a marginal effect
of the phase of the measurement, as depicted in Figure 16.
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Figure 16: Drift Check

5.2 Alignment Check

As part of the installation process, a five point laser was
used to align the axes of the five automated stages and
to align the mounting interfaces of the pol and φ stages.
During the calibration process, the distances from this
alignment point to the negative limit switches along the
X Track, along the Y Tower and in the θ rotation stage
are used to realign the x, y and θ stages, while the pol
and φ stages are aligned using a spirit level. While this
mechanical alignment is accurate, machining tolerances
for the mounting brackets could introduce deviations.

During initial testing, deviations of the order of ±1 cm
(x and y axes), ±1◦ (θ axis) and ±1 mm (pol and φ
mounting interface) have been recorded. These deviations
have a greater effect at higher frequencies and on the
phase, potentially leading to artefacts in the transformed
FF patterns. As an example, two SNF measurements
are taken, with a deliberate misalignment of the y axis
introduced before the second measurement, resulting in the
sharp contrast between the FF transformations depicted in
Figure 17.
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Figure 17: Can Antenna (φ = 0 deg)

Electrical alignment is used to correct for any mechanical
deviations. Two cuts along the same plane are measured,
with the polarisation of the AUT rotated by 180◦ between
cuts, with any deviation between the cuts attributed to a
mechanical misalignment. A discrepancy in the amplitude
between the two cuts indicates the offset from the axis, as
depicted in Figure 18, while a discrepancy in the phase
indicates the offset from the mounting interface.
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Figure 18: Alignment Check

5.3 Determining Chamber Reflection Levels

The effect of exposed reflective surfaces in the chamber
has been investigated using SNF measurements of a
standard gain horn with the WR137 probe, as depicted in
Figure 19. The probe is shielded from reflections off the
Y Tower by its collar, as indicated by the marginal effect
on the pattern when the gap between the absorber panels is
narrowed. Similarly, the probe is shielded from reflections
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Figure 19: Reflection Check (φ = 0 deg)

off the L Bracket by the AUT’s collar, as indicated by the
noticeable effect on the pattern when this collar is added.

The absorber pyramids that the chamber is covered with
are specified down to 1 GHz; however it is desirable to
extend use of the chamber down to at least 0.75 GHz.
Therefore, the method outlined in [8, §8.10] has been used
to quantify the level of reflection from the chamber at
low frequencies. The underlining principal is that if the
distance between the AUT and the source of reflection
is changed by λ/4, the comparison between the two
measurements can be used to separate the desired signal
from the reflected signal.

As an example, measurements have been taken to
determine the chamber reflection at 0.75 GHz, which is
below the lower limit specified for the absorber pyramids,
as depicted in Figure 20. The probe and the AUT are
separated by a fixed distance for the first measurement,
with both translated by λ/4 for the second. The
effect of reflections off the probe is equivalent in both
measurements, as the separation between the AUT and
probe remains constant. The result indicates a chamber
reflection level of below -30 dB.
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Figure 20: Chamber Reflection

A feature of our indoor antenna range is the ability to take
redundant SNF measurements. The AUT can be rotated
360◦ around both the θ axis and the φ axis, resulting in the
radiated fields over the full sphere being sampled twice,
but with different configurations of the AUT with respect
to the chamber. For instance, a full NF measurement can

be performed with the AUT rotated from 0◦ to +180◦
around the θ axis, which directs the AUT towards one
side of the chamber, and a full redundant NF measurement
can be performed with the AUT rotated from 0◦ to −180◦
around the θ axis, which directs the AUT towards the other
side of the chamber, as depicted in Figure 21. For both
measurements, the AUT is rotated 360◦ around the φ axis.
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Figure 21: Redundant Near-Field Measurement

Theoretically, these two SNF measurements should
transform to equivalent FF patterns. However, the poor
absorptive properties of the absorber material used in
our chamber at lower frequencies, and especially below
the specified 1 GHz limit, result in radiated fields being
reflected off the walls of chamber back towards the probe.
The offset position of the SNF scanner to make room for
the walkway results in a disparity in the signal path on
opposite sides of the AUT, which is more pronounced
at lower frequencies. The combination of these two
phenomena result in a disparity in the radiated fields
detected by the probe when the AUT is directed to the
opposite sides of the chamber at 0.75 GHz, as depicted
in Figure 21.

This disparity between the NF measurements results in a
variance between the computed FF patterns. This variance
is more pronounced at lower frequencies than at high
frequencies, as depicted in Figure 22. For example, the
RMS value between the two principal Azimuth cuts is
-25.3 dB at 0.75 GHz, while at 3 GHz it is -32.3 dB. To
quantify the disparity between the two sets of redundant
SNF measurements, the RMS difference between the two
sets of computed FF patterns is calculated over the whole
sphere for a range of frequencies, as depicted in Figure 23.
As expected, this disparity is larger at lower frequencies,
especially below the specified 1 GHz limit, and it is not
improved by replacing the walkway with pyramids.

Using these calculated RMS values, the measurement
uncertainty in the computed FF patterns at 0.75 GHz is
depicted in Figure 24. Depending on the measurement
configuration, the actual FF pattern of the AUT would be
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Figure 22: Redundant Spherical Measurements
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within the RMS envelop around the computed FF pattern.
(The specific AUT in this case is a commercial biconal
antenna, with operating band 500 MHz — 3 GHz). Such
a plot could be used to determine the certainty with which
the measured AUT meets the design requirements.
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Figure 24: Far-Field Cut with RMS Envelop

5.4 Measured Results for a Patch Antenna

To demonstrate the functionality of the antenna range, the
FF patterns of a circular polarised patch antenna were
determined. This antenna operates over the 2.4 GHz to
2.5 GHz frequency range and has dimensions of 32 cm (L)
× 8 cm (W). As the FF starts at 1.75 m, the FF patterns
can be determined by transforming NF measurements into
FF data or by taking FF measurements. Both options were
chosen, to compare the results of these two types.

For the measurements, the horn probe was attached to the
PNF scanner, and the patch antenna was attached to the
SNF scanner. The only change to the measurement setup
between measurements, was to shift the SNF scanner along
the Z Track, moving the probe from inside the radiating NF
to the FF. To validate the comparison, the measurements
were performed to generate equivalent FF data sets, that of
a θ span of 261◦ and a φ span of 360◦, at intervals of 3◦.

For the FF measurement, the AUT to probe separation was
4.9 m, with a scan area of 261◦ (θ) × 360◦ (φ) sampled
at 3◦ intervals. For the NF measurement, the probe scan
radius was 1 m and the minimal radius sphere was 0.16
m, with a scan area of 171◦ (θ) × 360◦ (φ) sampled at
9◦ intervals. While the measurement times are equivalent,
the data processing software can zero pad the NF data to
improve the resolution of the projected FF data.

Both measurement types provide accurate patterns of the
antenna, with the principal cuts at 2.45 GHz for the two
measurement sets depicted in Figure 25. The difference
between the two results is minimal, less than 2 dB on the
flanks of the main lobe and less than 4 dB for the side
lobes. This discrepancy is as a result of the difference
in the environment between the two measurement sets; in
changing the separation, the signal path was changed.

6. FUTURE WORK

The necessity to improve the absorber coverage in the
anechoic chamber is under investigation. The focus is
on components that are visible to the probe, as it is the
probe’s response to the signal transmitted by the AUT
that is measured. The SNF scanner will receive attention
in the form of an absorber coverage for its base and the
PNF scanner will receive attention in the form of absorber
coverage for the X Track for SNF measurements.

Work is in progress to expand the frequency range of
the anechoic chamber. To bridge the gap between the
specified ranges of the probes, a standard gain horn will
be measured using the probes, to determine whether the
probes can be used outside of their specified ranges. To
extend the frequency range beyond 18 GHz, an additional
probe would be required, along with the RF cabling and
connectors required to deliver the RF signal to the VNA.

The power amplifier, housed on the Y Tower, amplifies
the signal levels that are detected by the probe before they
are delivered to the VNA. However, the stability of this
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Figure 25: Principal Polarisation Cuts

amplifier is neither monitored nor controlled at present.
An improved system would be to position an appropriate
amplifier at the input to the VNA, making it a part of the
measurement setup, with the performance of this amplifier
controlled and monitored by the data processing software.

The motors are run in open-loop mode, with no feedback
to control these motors’ motions — nor is there an
independent monitoring system for this. An improved
system would be to install laser trackers to monitor the
translation of the x stage and y stage. These trackers
would be housed behind the absorber panels, to minimise
any influence on the measurements. The data processing
software would use this data to adjust the sample positions.

Although there are at present no plans to do this, it is worth
stating that most, if not all, of the hardware and software
required to perform CNF measurements are in place. The
θ stage would provide the φ rotation and the y stage
would provide the z translation, thereby requiring both the
probe and the AUT to move throughout the measurement
process. Should the specific requirements arise for a CNF
scanner, it could be implemented at a very reasonable cost.

The mounting interfaces of the scanners are compatible
with the probes, permitting the probes to be mounted on
either scanner. However, the mounting interfaces of the
scanners are not compatible with all potential AUTs. Over
time, as different AUTs are measured, additional mounting
brackets will be manufactured. This increase in the variety

of brackets is expected to assist future measurements.

The cabling interface between the new components in
the control room is different to that of the previous
components. This requires a redesign of the cabling from
the VNA to the interface with the anechoic chamber. There
is a stability problem with the cabling at the rear of the
PNF scanner, with corrective measures being pursued in
the form of a pulley system and more phase-robust cabling.

7. CONCLUSION

The substantial upgrade that Stellenbosch University’s
indoor antenna range underwent in October 2014 has been
described, as well as the initial commissioning tests. The
result is the availability of FF, PNF and SNF measurements
over a wide frequency range, potentially spanning from
1 GHz up to 26.5 GHz. The lower limit is set by
absorber performance and the upper limit is set by the
VNA. For a particular antenna, while the frequency range
and directivity could suggest a particular measurement
type, the weight, dimension and rigidity of the AUT
could preclude, or at least depreciate, the use of certain
measurement types.

This upgrade has greatly improved the ability to
control and interact with the antenna range. The
calibration process provides sanity checks to ensure proper
configuration. The measurement process gives regular
feedback, displaying intermediate measurements. The
powerful processing system performs probe corrections
and NF to FF transformations, as well as exporting data
for analysis. The new NF capabilities have facilitated
the evaluation of the chamber, such as using multiple and
redundant measurements to evaluate the level of chamber
reflections.

Whilst the chamber is primarily intended for Stellenbosch
University staff and students, it is available to outside
organisations∗. The original antenna range provided almost
three decades of service to Stellenbosch University’s
research and teaching programs in RF and microwave
engineering. Given the longevity of its predecessor, it is
hoped that the new facility will provide service well into
the 21st century!
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Abstract: The knowledge of adequate rainfall statistics will contribute greatly to the roll-out of 
emerging wireless technologies on the platform of Long-Term Evolution (LTE) and WiMax (IEEE 
802.16).  Therefore, it is important that rainfall measurements at shorter integration time are 
incorporated as useful inputs in the planning of Line-of-Sight (LOS) microwave and millimetre 
communication links for hosting these technologies. As compared to the use of one-minute rainfall 
data as suggested by International Telecommunication Union (ITU), the equivalent data measured at 
30-second interval gives more information of temporal rain rates in the time domain.  Therefore, in 
this study, rainfall rate measurements of 5-minute integration time representative of 10 locations in 
South Africa are evaluated to obtain their cumulative distributions.  Results from these analyses are 
compared with rainfall data of one-minute and 30-second integration time data obtained over Durban 
(2952’E, 3055’S), South Africa. Consequently, rainfall rate models for conversion to one-minute 
and 30-second integration times were obtained over 10 locations in South Africa using the power-law 
regression functions. Our results obtained over these locations were used to estimate specific 
attenuation values in selected microwave and millimetric wave bands at 12 GHz, 30 GHz and 60 GHz 
for 10 locations under study. It is confirmed that the 30-second integration time provides more 
information needed for estimation of specific attenuation on microwave and millimeter-wave radio 
links in South Africa. 
 
Key words: Rainfall rate, integration time, rainfall rate conversion factors, specific attenuation 
 
 
 
 

1. INTRODUCTION 
 

Rain-induced attenuation is of great concern to 
microwave communication system engineers especially at 
frequencies above 10 GHz [1, 2]. These higher 
frequencies are utilized by internet service providers 
(ISPs), online broadcast companies, local multipoint 
distribution systems (LMDS), as well as satellite networks 
owing to their high capacity data rate [2, 3]. During the 
planning, design and implementation of satellite and 
terrestrial millimetric wave links and systems, sufficient 
information on rainfall attenuation is required for the 
location under consideration. This information can be 
projected by analysing data that has been collected over a 
period of time over that location, [1–4]. There is a general 
agreement that rainfall data with lower integration times 
provides more information for accurate prediction of 
rainfall attenuation. This is largely due to improved time 
series resolution of rainfall events which is often 
necessary to track massive fluctuations in rainfall 
attenuation. Subsequently, measured data at lower 
integration times such as one minute or lower become 
very useful for effective prediction of rainfall effects over 
radio links at microwave and millimetric wave bands - 
this information can then be used for effective radio 
systems design. 
 

Significant research work has been carried out related to 
rainfall attenuation prediction over South Africa, 
especially in Durban, for microwave and millimetric wave 
bands propagation [4-9, 11, 12].  Studies conducted in this 
region were often centred on seasonal variability of 
rainfall, rainfall rates and rain drop size distributions. In 
one of these studies, Odedina and Afullo [7], in their 
work, suggested rainfall zones for prediction of 
attenuation based on International Telecommunication 
Union (ITU) recommendation P.837-4 in [13].  In their 
work, Odedina and Afullo [7] likewise observed north 
eastern provinces of South Africa experiences more rain 
fading compared to the western provinces. Additionally, 
in his experimental campaign, Owolawi [8] developed 
rainfall rate contour maps for South Africa’s locations for 
5-minute to one-minute integration times and this study 
buttressed the earlier investigations of [7]. Akuon and 
Afullo [11], using 60-minute and one-minute for Durban, 
developed conversion factors that could be used by other 
locations in South Africa to convert their 60-minute data 
to their equivalent one-minute data. Likewise, [8] 
developed various rainfall rate conversion methods of 
Hybrid, Linear, Power and Polynomial functions for 
conversion of 5-minute data to one-minute integration 
time over 21 stations in South Africa. Enhancements of 
rainfall studies were also achieved by rainfall drop size 
distribution (DSD) approach. In this approach, Alonge 
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and Afullo [9], with the application of parameter 
estimation techniques, confirmed that the lognormal and 
gamma DSDs provided best fits of probability 
characteristics of drop sizes over Durban. They went 
further and used this approach to establish seasonal 
variability of DSDs and their results projected that periods 
of summer and autumn experience high probabilities of 
outages in wireless networks over this region. An 
investigation reveals that overall work done in South 
Africa has utilized mainly 60-minute and one-minute 
integration times data [6, 10].  Nevertheless, many 
researchers have observed that outage prediction analysis 
for wireless networks require rainfall data with a lower 
integration time of 30 seconds or less [2, 3, 14].  This 
observation leads us to undertake this study. 
 
With regard to integration times of less than 60-minute, 
most research papers have utilized 15-minute, 10-minute 
and 1-minute data. [3, 8]. Nevertheless, these integration 
time data are scarce in most parts of the world. Due to this 
scarcity, radio systems designers may have no option but 
to estimate rainfall attenuation from processed 60-minute 
data that is available – though this is not encouraged due 
to underestimation of rainfall attenuation.  It has been 
observed that better time series of rainfall rate variations 
are usually obtained from rainfall measurements with less 
than 60-minute sampling time. Information resulting from 
these shorter sampling time data is important for radio 
engineers for determination of sufficient fade margins to 
overcome rainfall attenuation effects in millimetric wave 
bands [4, 14]. The main approach for determination of 
rainfall attenuation for microwaves involves 
determination of specific attenuation using a power-law 
function that relates rainfall rate and specific attenuation, 
[15-17]. 
 
National meteorological administrations are indispensable 
sources of rainfall rate measurements. These 
administrations archive measured rainfall data that is 
collected over relatively long periods of time.  
Alternatively, rainfall rate measurements can also be 
obtained by carrying out independent measurements using 
radars, rain gauges or disdrometers with relatively small 
sampling times [3, 11, 14]. Amongst the three types of 
measuring instruments, the rain gauge is the most 
commonly used instrument because it is cost effective and 
can easily be installed. Different types of rain gauges exist 
including tipping bucket rain gauges, optical rain gauges, 
the standard (graduated cylinder) rain gauges, weighing 
precipitation gauges. When a rain gauge is installed at the 
surface, it measures the point accumulation of rain-water 
as rain rate [18].  
 
The Rainfall data collected over Durban was obtained 
from the disdrometer and the rain gauge over a period of 
time. These two equipment have varying levels of 
accuracy and measurement errors, with the disdrometer 
having an improved sensitivity to rainfall measurements 
than the rain gauge [18]. The disdrometer unit has two 
components: outdoor and indoor units.  The outdoor unit 

consists of a droplet receiving area of 0.005 m2.  It is 
capable of processing rainfall data into 20 channels via 
the indoor unit, [19] with each of the channels related to 
rain drops with diameter, Di, in the range           
      . The rainfall rate, R, is associated to the mean 
drop diameter, Di, in the ith class, by [6, 20]: 
 

       
  

   ∑     
  

   
                             

 

Where: 
 
Ci = the number of rain drops in the ith class 
T = the sampling time given as 60 seconds 
v(Di) = the terminal velocity of rain drop in m/s 
A = the sampling area given as 0.005 m2  
 
Conversely, the operation of the tipping rain gauge uses a 
different measurement principle during measurements of 
rainfall rates. The tipping sequence is signalled when a 
reed sensor is triggered. The rain gauge has a poor 
sensitivity especially at very low rainfall rates (< 2 
mm/h), but, on the other hand, it gives a more inexpensive 
way of collecting rainfall data across the world.  
 
This paper is divided into sub-sections as follows: Section 
2 discusses measurements and data processing; in Section 
3, we discuss rainfall cumulative distributions and 
resultant conversion factors generated over Durban; 
Section 4 presents the application of conversion factors 
over Durban for generation of conversion factors in other 
9 locations of South Africa; Section 5 discusses results 
associated with specific attenuation and Section 6 
provides the conclusion of this study. 

 
2. DATA ACQUISITION 

 

Rainfall data measurements were obtained from the Joss-
Waldvögel (JW) RD-80 disdrometer installed at the 
University of KwaZulu-Natal, Durban, and the rain gauge 
data obtained from the South African Weather Service 
(SAWS). Using rainfall data collected over Durban, 
inferences are made using rainfall rate cumulative 
distributions in conjunction with their conversion factors. 
A summary of data measurements are given in Table 1. 
 

Table 1. Rainfall Data Measurements 

Integration 
Time 

Duration 
(Months) 

30 seconds 24 

1 minute 27 

5 minute 132 
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3. RAINFALL RATE CUMULATIVE 
DISTRIBUTION AND CONVERSION FACTORS 

OVER DURBAN 
 
In this section, analysis of rainfall data measurements at 
different integration times over Durban are done with the 
aim of obtaining their cumulative distributions. 
Furthermore, regression analysis is employed to 
determine relationships between data at different 
integration times. For optimal wireless network service in 
a medium affected by rain, cumulative distributions 
represents an evaluation technique that can be used to 
identify the percentage of exceedance probability of 
rainfall rate. These probabilities enable communication 
systems design experts to define acceptable fade margin 
levels required by base stations in the reduction of 
network outages during rainy periods. Generally, a 
rainfall rate value corresponding to 0.01% exceedance (or 
99.99% rainfall availability), is of major interest for 
sustainability of satellite and terrestrial communication 
links. This important parameter is frequently referred to 
as R0.01 and is measured in mm/h. Fig. 1 shows 
cumulative distributions that are obtained for three 
categories of rainfall rate integration times over Durban.  
 
3.1 Rainfall cumulative distributions for different 

integration times over Durban 
 
In Fig. 1 and Table 2, we present cumulative distributions 
for three different integration times measured over 
Durban, for rainfall rates exceeded with probability, P, 
where 0.004%  < P  <  9.5%. Similarly, in Table 2, a 
summary of rain rate values at different integration times 
for percentages of rainfall rates exceeded between 0.01% 
and 1% are presented.  Observations from Fig.1 show that 
the 30-second cumulative distribution is above the one-
minute distribution with a margin of 4.8 mm/h at 99.99% 
system availability requirement. This is a vital source of 
information because this part of the graph is the high 
system availability region that suffers greatly from 
rainfall attenuation.  This further confirms that 30-second 
integration time data provides more information required 
for computation of rainfall attenuation compared to one-
minute data. It is thus manifested in Fig. 1 that the rainfall 
rate increases as the integration time decreases. This also 
confirms that a rainfall rate measuring instrument with a 
long integration time will not capture shorter peaks 
present in the high rain intensity, resulting to lower 
measured rainfall intensities per unit length of time. 

As observed from Table 2, it is revealed that R1 value for 
30-second integration time is 6.5 mm/h, R0.1 is 24.7 mm/h 
and R0.01 is 64.3 mm/h. For one-minute integration time, 
corresponding values are 5.8 mm/h, 23.2 mm/h and 59.5 
mm/h at 1%, 0.1% and 0.01% probability of rainfall rate 
exceeded, respectively. For 5-minute integration time, 
rainfall rates are 3 mm/h, 16.8 mm/h and 55.2 mm/h at the 
same probabilities of exceedance. 
 
From these results, it is observed that R0.01 determined 
over Durban, though lower for one-minute integration 

time is comparable to the predicted value of 63 mm/h in 
ITU-R P.837-1[10] for this region. 

 
3.2 Determination of rainfall rate conversion factors 

over Durban 

 
Rainfall rate conversion models exist for conversion from 
higher integration time rainfall rates, R(T min), to one-
minute integration time rainfall rates, R(1 min) [8, 14, 21, 
22]. This conversion is beneficial in the development of 
rain rate models that can be applied in the prediction of 
rainfall attenuation for a given region, [3, 23]. Among 
existing models, Matricciani [21] proposes a more 
mathematical approach that aims at resolving errors 
present in the T-min probability distribution (PD). These 
errors include upward translation and clockwise rotation 
of the T-min PD at a fraction of time, P%, where P > 1.  
In this study, we opt to use the power-law relationship 
method due to its simplicity and ability to provide of 
useful information in modelling. 
 
A power law relationship relating rainfall rate at the 
required integration time,, and rainfall rate at available 
integration time, T, at equal probabilities of exceedance, 
exists.  This relationship was established by Ajayi and 
Ofoche [2], and is given by: 

 

                                         
 

 
Figure 1: Cumulative distributions from measured 

rainfall rates for different integration times 
 

Table 2. Measured Rain Rate exceeded for various 
integration times 

Int. 
Time 
(sec) 

Percentage of time rainfall rate is 
Exceeded (%) 

1 0.3 0.1 0.03 0.01 

30 6.5 13.6 24.7 43.9 64.3 

60 5.8 12.5 23.2 38.3 59.5 

300 3.0 8.5 16.8 32.0 55.2 
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Where: 
 
R = the rainfall rate 
u = conversion variable 
v = conversion variable  
 
Using specialized database of high resolution rainfall data 
over 47 stations in Canada, Segal, [24] proposed a method 
of conversion that was expressed as the proportion of 
equally probable rainfall rates, in the form: 
 

       
     
     

                                                          

and  
 

                                                                        
 

Where: 
 
      = the conversion factor 
R1(P) = rainfall rate at one-minute integration time 
Rτ(P) = rainfall rate τ-minute integration  time 
P = equal probability of occurrence  
a = regression coefficient 
b = regression coefficient  
 
There are two main approaches used for rain rate 
conversion - use of equivalent rainfall rates or application 
of the same probability of rainfall rate occurrence [25]. 
The method adopted in this paper is the equal probability 
method. Using 5-minute, one-minute and 30-second data 
collected over Durban, conversion factors for conversion 
from higher to lower integration times were generated 
using the power-law fit and are shown in Fig. 2 (a) - (c). 
Subsequently, these conversion factors are compared to 
those obtained by other researchers in different parts of 
the world 

Determination of conversion factors for one-minute 
integration time: Using (2) and regression fitting shown 
in Fig. 2, one-minute rainfall conversion coefficients as 
determined for the location of Durban is given in (5) as: 
 

        (      )
                                  

 

Where: 
 
R1 = one-minute integration time 
R5 = 5-minute integration time  
 
Results of Table 3 show comparison of regression 
coefficients u and v obtained over Durban at one-minute 
integration time with those obtained by Flavin [26] in 
Australia, USA, Europe and Canada and Ajayi and 
Ofoche [3] over Ile-Ife in Nigeria. Observations show that 
the coefficient u in the proposed model for Durban is 

higher than its counterparts from other locations of the 
world. From error analysis Ajayi and Ofoche [3] model 
resulted in an error of 36.1%, the Owolawi [8] model 
gave error of 20.8%, Flavin [26] model gave 14.1% and 
the proposed model in (5) produced an error of 3.0%. The 
highest error is thus observed from Ajayi and Ofoche [3] 
model. The tropical climate of Ile-Ife, characterized by 
heavy rainfall may be one factor contributing to this large 
error, bearing in mind that Durban is mainly subtropical.  
 
From Table 3, it is observed that the Flavin [26] model is 
closer to the measurements in Durban with an error of 
14.1%. 
 
Determination of conversion factors for 30-second 
integration time: Rainfall rate conversion models from 5-
minute and one-minute data to 30-second data were 
determined using regression fittings in Fig. 3(a) and Fig. 
3(b): 
 

          (      )
                         

 

          (      )
                         

 
 
Where: 
 
R30s = the rainfall rate in mm/h at 30-second integration 

time 
R1 = one-minute integration time rainfall rates 

 
Figure 2: Power-law fits for determination of 

coefficients u and v for Durban in conversion from 5-
minute to one-minute integration time 

 
Table 3. Comparison of Durban’s u and v 

coefficients power-law coefficients with other models  

Model 
𝑅𝑅𝜏𝜏  𝑢𝑢 𝑅𝑅𝑇𝑇 𝑣𝑣   for  = 1 min Error  

  (%) T 
(min) u v R0.01 

AJAYI [3] 5 0.991 1.098 81.0 36.1 
OWOLAWI [7] 5 1.062 1.051 71.9 20.8 
FLAVIN [25] 6 0.990 1.054 67.9 14.1 
Proposed 5 1.964 0.858 61.3 3.0 
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R5 = 5-minute integration times rainfall rate 
 
It observed from Table 4 that predicted 30-second rainfall 
rates are higher than measured one-minute and 5-minute 
rainfall rates and especially at 99.99% system availability 
requirement. There is a margin of 4.1 mm/h rainfall rate 
between these two integration times. 
 
Similarly, predicted rainfall rate at 30-second from 5-
minute data is 67.6 mm/h, up from a measured value of 
55.2 mm/h at 5-minute integration time. 

 

3.3 Error analysis and validation of proposed power-
law models over Durban 
 

Estimates from our proposed rainfall rate conversion 
models should be representative of actual measurements. 
In this regard, our models in (5) - (7) were validated using 
Root mean Square Error (RMSE) and the Chi squared 
statistics (χ2) test for goodness of fit. Expressions that 
were used for computation of errors are given in (8) and 
(9) [27]: 
 

     √  ∑           
 

   
                              

 

   ∑
(        )

 

  

 

   
                                        

 

Where: 
 
yk = measured rainfall rate 
f(xk) = predicted respectively 
N = sample size. 
 
In Table 5, we present a summary of results obtained 
from error analysis in (8) and (9) for power-law models 
describing our conversion models. 
 
The chi-squared test was carried out at a confidence level 
of 0.05 and gave values of 2.037, 0.845, and 1.0193, for 
the three models in (5) - (7), respectively. A comparison 
with the chi-squared table shows that proposed rainfall 
rate conversion models passed the test and can be used for 
future conversions in Durban. 

Table 5. Power-Law conversion coefficients for three 
models over Durban 

T (Sec) 
          

for  = 60s Error analysis 

u v R2 RMS CHI 
300 1.964 0.858 0.992 1.883 2.037a 

           
for  = 30s  

300 2.078 0.868 0.997 1.324 0.845b 
60 1.051 1.004 0.998 1.051 1.019c 

 
Significant level is given as a32.671, at DF = 21, b32.671 at DF = 21, and c40.113 at DF = 27 

 

Comparisons of proposed models: Durban’s one-minute 
measured rainfall data were compared with selected 
global models including the Moupfouma and Martin [28] 
model, the Rice-Holmberg (R-H) [29] model and ITU-R 
P.837-1[10] model, as shown in Fig. 4. This figure shows 

 
(a) 

 
(b) 

 
Figure 3: Power-law fit for determination of 

coefficients u and v for Durban in conversion to 30-
second from (a) 5-minute (b) one-minute data 

 
Table 4: Predicted rainfall rates at 30-second 

integration time 

Int.Time 
(T sec) 

𝑅𝑅𝜏𝜏  𝑢𝑢 𝑅𝑅𝑇𝑇 𝑣𝑣  mm h ,     for  = 30s  

R1 R0.3 R0.1 R0.03 R0.01 

60 6.1 13.3 24.7 40.8 63.6 

300 5.4 13.3 24.1 42.1 67.6 
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a comparison of measured and predicted rainfall 
intensities exceeded in a fraction of a year. It is seen from 
Fig. 4 and Table 6 that the predicted values by other 
models agree quite well with the measured values. These 
models predict a rainfall rate of around 60 mm/h at 0.01% 
exceedance, which is relatively close to proposed R0.01 
value of 63 mm/h for Durban in region M, [10]. It is also 
noted that the R-H model overestimates rain rates from 
0.004% and below when it is compared with measured 
values, and this supports Crane’s observations that this 
model overestimates rain rates from 0.01% and lower 
[14]. 
Predicted values were compared with the Durban’s 
measured R0.01 of 59.5 mm/h and RMS errors show that 
R-H model is closest to the measured value with an error 
of 1.3%. 
 
4. DEVELOPMENT OF RAINFALL CONVERSION 

FACTORS FOR OTHER LOCATIONS IN SOUTH 
AFRICA 

 
Due to scarcity of, especially one-minute or lower rainfall 
rates in other locations of South Africa, conversion 
models developed in (5) and (6) over Durban were used 
to convert 5-minute rainfall data available in other 

locations to their equivalent one-minute and 30-second. 
All geographical locations under study, representing eight 
out of nine provinces of South Africa, were categorized 
according to Köppen-Geiger classification as presented in 
Table 7. Based on earlier research by Köppen and Geiger, 
[30], the Council for Scientific and Industrial Research 
(CSIR) created a new Köppen-Geiger classification map 
for South Africa, [31].  This classification is a 2- or 3-
letter code that describes the climatic characteristics of a 
region by considering a combination of precipitation and 
temperatures. For instance, a climate described as Cfa is 
a warm temperate climate, fully humid with hot summers 
and temperatures, Tmax ≥ +22°C. A Csc is a warm 
temperate climate with dry and cool summer and cold 
winter seasons. Winter temperatures drop to as low as -
38°C. A Cwb climate is warm temperate with dry winter 
and warm summer seasons with average monthly 
temperatures of +10°C. The Bs code denotes steppe 
climates with Bsh denoting a hot steppe with annual 
temperatures, Tann ≥ +18°C.  The BWh is a hot 
steppe/desert climate with annual temperatures Tann ≥ 
+18°C. 
 
4.1. Empirical distributions for 10 locations in South 

Africa at 5-minute integration time 

 
Empirical rain rate distributions for different climatic 
locations within South Africa at 5-minute integration time 
are presented in Fig. 5.  These distributions show 
probabilities of occurrences of rainfall rate distributions 
of specified intensities for each location. A summary of 
measured rainfall rates are summarized in Table 8. 

 
Figure 4: Comparisons of measured and predicted data 

over Durban with other models 
 
Table 6. Comparison of one-minute Rainfall rates over 

Durban with other global models 

Model Rainfall rates [mm/h] RMS 
(%) R1 R0.1 R0.01 

Measured 
(Durban) 5.8 23.1 59.5 - 

Moupfouma 
and Martin 3.9 22.0 59.5 - 

R-H Model 2.3 12.6 60.3 1.3 
ITU-R Model 
(Zone M) 4.0 22.0 63.0 5.9 

 
 

Table 7. Geographical description of locations in this 
study  

LOC. 
Coordinates Köppen-Geiger 

Classification [31] 
LONGT. LAT. Class Description 

BET 28.23ºS 28.30ºE Cwb Temperate 
BLM 29.12ºS 26.23ºS Bsk Steppe 
CTN 33.93ºS 18.42ºS Csc Temperate 
DBN 29.88ºS 31.05ºS Cfa Sub-tropical 
ELD 32.98ºS 27.87ºS Cfa Sub-tropical 
IRN 25.87ºS 28.22ºS Cwb Temperate 
MFK 25.85ºS 25.63ºS BSh Steppe 
MSB 34.18ºS 22.13ºS Bsk Steppe 
PLK 23.90ºS 29.45ºS Bsk Steppe 
UPT 28.40ºS 21.27ºS BWh Desert 

Key: 
Acronym Name Acronym Name 

BET - Bethlehem IRN - Irin 
BLM - Bloemfontein MFK - Mafikeng 
CTN - Cape Town MSB - Mossel Bay 
DBN - Durban PLK - Polokwane 
ELD - East London UPT - Upington 
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As observed in Fig. 5 and Table 8, Durban recorded 
higher values of rainfall rates exceeded at 0.002% and 
below compared to other locations, followed by 
Mafikeng. In the lower end is Mossel Bay and Cape 
Town with low rainfall rates at the same probability of 
exceedance. Also, it is observed from Table 8 that there is 
no obvious correlation between mean annual rainfall and 
rainfall exceeded for a percentage of time. As an example, 
East London recorded the second highest annual mean 
rainfall of 830.7 mm, yet its R0.01 rainfall rate was only 41 
mm/h as compared with Polokwane’s R0.01 value of 51.0 
mm/h with an annual mean rainfall of 426.0 mm. One 
explanation for this could be that Polokwane receives 
heavy rains of convective type within short periods as 
compared with East London that experiences lighter rains 
of stratiform type for relatively longer periods. Also, other 
topographical features, including hills, water masses and 
presence of mountains, may influence the rain climate of 
a region.  
 
Observations from Table 8 also affirms Köppen-Geiger 
classification map for South Africa. For instance, it is 
observed that Cape Town, with a Csc climate, has a 

relatively low R0.01 rainfall rate of 26.0 mm/h. Cool 
summers, in this location, experience low amounts of 
precipitation contributed by less evaporation due to low 
temperatures. Correspondingly, Durban, classified with a 
Cfa climate, recorded higher rainfall rates of 55.2 mm/h 
compared with other locations. 

 
4.2. Analysis of rainfall rate conversion factors for other 

locations in South Africa 
 
Available 5-minute data in 9 other locations in 
conjunction the 5-minute, one-minute and 30-second data 
available in Durban, led to development of conversion 
models for other locations.  Following a confirmation 
drawn from Table 3 that lower integration time data 
provide more information on rainfall statistics of a 
location as compared with a higher integration time data, 
it was deemed necessary to generate conversion factors 
for other locations to obtain lower integration time data. 
 
Determination of conversion factors for conversion to 
one-minute integration time: Having obtained useful rain 
rate values from 5-minute cumulative distributions from 
selected locations, it is most important to convert these 
values to values of lower integration as undertaken in [8] 
and [11]. Akuon and Afullo [11] proposed a 
mathematical technique of executing this by comparing 
and substituting the values from rain conversion power-
law functions. Firstly, parameters for other locations were 
determined using the power-law function proposed by 
[32], [33]: 

 

                                                      
 
Where: 
 
R1(P) = one-minute rainfall rates exceeded for a 

percentage P of the year 
R(P) = -minute rainfall rates exceeded for a percentage 

P of the year 
μ and λ = regression coefficients. 
 
Making use of (1), conversion factors for Durban were 
determined as seen in (10),  
 

        (      )
                                       

 

Where: 
 
μ and λ = conversion factors obtained for Durban. 
 
The 5-minute equiprobable rainfall rates at each of the 9 
locations were used in the determination of regression 
factors, [11], using (11), 
 

      (      )
                                                  

 

 
Figure 5: Cumulative distributions for 10 locations at 5-

minute integration time 
 

Table 8. Measured Rainfall Rate Intensities at 5-
minute Integration Time 

Loc. 
Rainfall rates [mm/h] M 

[mm] R1 R0.1 R0.01 R0.001 
BET 2.5 12.0 48.0 96.0 624.0 
BLM 2.5 12.0 45.6 96.0 507.7 
CTN 3.0 8.0 26.0 50.5 464.0 
DBN 4.0 16.0 55.2 130.0 889.0 
ELD 3.5 13.0 41.0 105.0 830.7 
IRN 2.8 12.0 48.0 88.0 581.5 
MFK 2.3 12.0 52.9 110.4 470.0 
MSB 2.7 9.7 21.6 45.6 403.6 
PLK 2.6 12.0 51.0 96.0 426.0 
UPT 2.1 7.2 36.0 86.4 229.2 
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Where: 
 
R5,Y = 5-minute equivalent of Durban’s 5-minute at region 

Y 
  and   = regression factors for region Y. 
 
Consequently, from (9) - (11), conversion factors from 5-
minute data to one-minute data for Location Y in South 
Africa, can be determined using (12), [11]: 
 

      ( (      )
 )

 
  (      )

               
 

Where: 
 
R1,Y = the derived one-minute equivalent rainfall rate for 

location Y 
μ, λ,  ,  , m and n = regression coefficients 
 
and 

                                                              
 

 
                                                                

 

with μ = 1.9644, λ = 0.858 over Durban and values of   
and β as given in Table 9. 
 
Consequently, results of the application of the model in 
(12) to other 9 locations are presented in Table 9.  
 

Determination of conversion factors for conversion from 
5-minute to 30-minute integration time: Applying the 
same concept, used in (10) – (12), a conversion model for 
conversion from 5-minute data to 30-second data is given 
as [11]: 
 

        (      )
                                              

and, 
 

        ( (      )
 )
 
    (      )

             
 

Where: 
 
R30,Y = the equivalent 30-seconds rainfall rates for 

location Y 
p and q =  regression coefficients 
 
and 

                                                               
 

                                                                  

 

with φ = 2.0780, θ = 0.8680 over Durban and values of   
and β as given in Table 9 for other locations. 

 
In Table 10, we present conversion factors for different 
climatic locations in South Africa as processed from 11-
year, 5-minute integration time data. From this table, it 
may be deduced from these coefficients that Durban has 
higher rainfall rates than other locations under study at the 
same probability of exceedance. 

 
Rainfall rate cumulative distribution for 10 locations in 
South Africa: Cumulative distributions over various 
locations in South Africa at one-minute and 30-second 
predicted data are presented in Fig. 6 (a) and (b). 
Observations show that predicted data at 30-second 
integration time are higher than at one-minute integration 
time, as expected. 

Fig. 6 and Table 11 presents predicted rainfall rates at 
one-minute and 30-second integration times after 
application of conversion models in (12) and (15).  
Observations from this table reveals that rainfall rates at 
30-second integration time are higher than those at one-
minute integration time at same probability of 
exceedance.  Generally, there is an average margin of 
0.95 mm/h at 99% system availability between one-
minute and 30-second rainfall rates when all 10 locations 

Table 9. Factors for Conversion from 5-minute 
data to one-minute data 

LOCATION R5,DBN R5,Y R5,DBNR1,Y 
𝜙𝜙 β m n 

BET 0.910 0.968 1.8117 0.8305 
BLM 0.893 0.966 1.7826 0.8288 
CTN 0.777 0.875 1.5820 0.7508 
ELD 0.970 0.943 1.9137 0.8091 
IRN 1.141 0.918 2.1998 0.7876 
MFK 0.727 1.057 1.4943 0.9069 
MSB 0.951 0.800 1.8815 0.6864 
PLK 0.645 1.066 1.3484 0.9146 
UPT 0.289 1.191 0.6771 1.0219 

 
Table 10. Conversion factors for conversion 

from 5-minute data to 30-second data 

LOCATION 
𝑅𝑅  𝑠𝑠  𝑝𝑝(𝑅𝑅  𝐷𝐷𝐷𝐷𝐷𝐷)

𝑞𝑞   𝑚𝑚𝑚𝑚    
p q 

DBN 2.0780 0.8680 
BET 1.9147 0.8402 
BLM 1.8836 0.8385 
CTN 1.6693 0.7595 
ELD 2.0238 0.8185 
IRN 2.3301 0.7968 
MFK 1.5756 0.9175 
MSB 1.9893 0.6944 
PLK 1.4202 0.9253 
UPT 0.7075 1.0338 
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are considered. In the same way, the margins are 2.04 
mm/h and 4.66 mm/h at 99.9% and 99.99% system 

availability requirements, respectively. The higher margin 
at high system availability requirement buttresses the 
need for using rainfall rate measuring equipment with 
lower integration times for data collection. 
 
Error analysis of proposed power-law models: Owing to 
lack of measured one-minute data for other locations 
under study, one-minute predicted values are compared 
with [34] proposed one-minute rainfall rate exceedance 
values. Table 12 shows predicted rainfall rate intensities 
exceeded at one-minute integration time compared to 
ITU-R P.837-6 proposed valuesfor 0.01% of the average 
year for each of these locations. The lowest deviation 
error of -1.0% was observed from the proposed model for 
Bloemfontein, whereas the highest error of 5.8% is 
observed in the model proposed for Polokwane. 
Nevertheless, it is observed that predicted values are 
comparable to ITU-R values with some slight deviations. 
This is expected because the empirical measurement 
analysis gives more accurate values of rainfall intensities 
for a particular location under study as opposed to 
regional values that are more generalized.  These 
deviations may be caused by variations in climatic 
conditions from one location to another within the same 
region. 
 

5. SPECIFIC ATTENUATION PREDICTION FOR 
30-SECOND INTEGRATION TIME OVER 

SOUTH AFRICA 
 
The fast growing need for high capacity and high speed 
links for wireless communications is pushing network 
service providers towards utilization of Ku, Ka and V 
bands for both terrestrial and satellite communications. 
Services that need high channel capacity include 
multipoint video distribution services (MVDS), wireless 
broadband access (WBA) and other broadband services 
[1]. 
 
The major obstacle in operating at high frequency-bands 
is signal attenuation caused by electromagnetic wave 
absorption and scattering in high intensity rainfall rates. 
An empirical procedure based on the power-law function 
relating rainfall rate and specific attenuation as proposed 
by [16] is applied in this section. Specific attenuation 
values were determined at Ku, Ka and 60 GHz bands as 
shown in Fig. 7. The 60 GHz channel is an unlicensed 
band that has been identified for use in short range 
wireless communications due to its high speed capability 
and frequency reuse [35]. ITU-R P.838-3 [16] provides a 
systematic guide in the calculation of specific attenuation, 
  , for one-minute rainfall on the link as: 
 

                                                          
 

Where: 
R = rain rate in mm/h 
k and α = are frequency and polarization dependent 
coefficients, usually provided by ITU-R P.838-3 [16].  

 
(a) 

 
(b) 

Figure 6: Cumulative distributions for 10 locations 
for predicted rainfall rates at (a) one-minute and (b) 

30-second integration times 
 

Table 11. Predicted one-minute and 30-
Second Rainfall Rates for 10 Locations in 

South Africa 

Loc. 
Rainfall rates [mm/h] 

𝑅𝑅  𝑌𝑌 𝑅𝑅  𝑠𝑠 𝑌𝑌  
R1 R0.1 R0.01 R1 R0.1 R0.01 

BET 4.5 17.0 50.7 6.3 19.5 55.7 
BLM 4.5 16.3 49.5 6.0 19.2 54.4 
CTN 3.2 11.7 32.1 4.8 13.6 35.1 
DBN 5.8 20.3 61.3 6.8 23.0 67.6 
ELD 5.5 17.7 49.1 6.3 19.5 53.9 
IRN 5.7 19.2 51.8 7.1 20.1 56.9 
MFK 5.6 16.8 56.8 5.8 19.9 62.5 
MSB 4.2 11.7 29.5 5.2 13.6 32.2 
PLK 5.2 17.8 52.9 5.2 18.4 58.1 
UPT 2.8 10.3 40.8 3.0 12.4 44.7 
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By following the assumption that values of k and α in (16) 
are wholly frequent-dependent, as deduced in the 
technical publication of ITU-R P.838-3 [16], it then 
logically follows from the earlier procedure in (9)-(13) 
that the equivalent computation of specific attenuation for 
30-seconds rainfall rate over any location in South Africa 
is given as: 
 

                                                 
 

Where: 
 
x and y = required power-law coefficients for conversion 

of 30-second rainfall data to one minute as 
obtained over the investigated locations. 

 
A set of coefficients for three frequencies are given in 
Table 13.  Specific attenuation values were estimated at 
one-minute integration time at Ku (12 GHz), Ka (30 GHz) 

and 60-GHz bands and are presented in Fig. 7 and Table 
13 for all locations under study. 
 
Observations from Table 14 indicate that, for instance, 
there is need to allocate more fade margins for 
communication links over Durban than Mossel Bay over 
the same link length. Otherwise, communication links 
over Durban need to be shorter than those at Mossel Bay 
at the same frequency. Another observation drawn from 
this table shows that predicted specific attenuation values 
using horizontal polarization, are higher than those 
obtained when using vertical polarization.  For instance, 
there is general average margin of 0.45 dB/km at 12 GHz, 
1.56 dB/km at 30 GHz and 1.24 dB/km at 60 GHz for 
one-minute rainfall at the considered locations in South 
Africa. However, the trend observed for predictions over 
30-second are 0.50 dB/km, 1.76 dB/km and 1.3 dB/km 
respectively. This suggests that specific attenuation at 30-
seconds integration time requires a slightly higher margin 
to achieve rain fade mitigation at all these locations.  

Table 12. Comparison of predicted one-
minute R0.01 rainfall rates with ITU-R 

proposed values 
 

Loc. R1,Y ITU-R Deviation 
(%) 

BET 50.7 50 1.4 
BLM 49.5 50 -1.0 
CTN 32.1 30 7.0 
DBN 61.3 63 -2.7 
ELD 49.1 50 -1.8 
IRN 51.8 50 3.6 
MFK 56.8 60 -5.3 
MSB 29.5 30 -1.7 
PLK 52.9 50 5.8 
UPT 40.8 40 2.0 

 
Table 13. Frequency-dependent coefficients 
for estimation of specific rain attenuation as 

provided by ITU-R [16] 

FREQ. 
(GHz) 

𝑘𝑘H  H 𝑘𝑘V  V 

12 0.0236 1.1825 0.02455 1.1216 
30 0.2403 0.9485 0.2291 0.9129 
60 0.8606 0.7656 0.8513 0.7486 

 

Table 13. Frequency-dependent coefficients for 
estimation of specific rain attenuation as provided 

by ITU-R [16] 

FREQUENCY 
(GHz) 

𝑘𝑘H  H 𝑘𝑘V  V 

12 0.0236 1.1825 0.02455 1.1216 
30 0.2403 0.9485 0.2291 0.9129 
60 0.8606 0.7656 0.8513 0.7486 

 

 
(a) 
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Also, it is confirmed that specific attenuation due to 
rainfall increases as frequency of operation increases, as 
expected. This implies that a consequent increase or 
decrease in rainfall rate also affects the system 
availability. As a result, the occurrence of high rainfall 
rate in Durban will affect the performance of radio links. 
 

6. CONCLUSION 
 
Rainfall rate conversion models for conversion to one-
minute and 30-second integration time data for other 
locations with 5-minute integration time data were 
developed using available 5-minute, one-minute and 30-
second integration time data over Durban. Application of 
developed conversion models has demonstrated that 
rainfall rates at lower integration time are comparably 
higher, providing the much needed information by 
microwave link designers for the fulfilment of reliable 
links with optimum availability. Comparison of 
developed models with other proposed models in other 
parts of the world showed a general trend of agreement. 
Measured and predicted one-minute data obtained over 
Durban were found to be comparable to ITU-R P.837-1 
predicted value of 63 mm/h for Durban, South Africa. 
Specific attenuation values computed based on one-
minute and 30 second rainfall rates over South Africa 
reveal that more fade margins are required for areas that 
experience higher rainfall rates. 
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Abstract: In this paper the authors propose modified branch and pruning metrics for the sphere decoder
to facilitate the use of apriori information in the sphere decoder. The proposed sphere decoder operates
completely in the log-domain. Additionally the effect of order in which the symbols are decoded on the
computational requirements of the decoder are investigated with the authors proposing a modification
of the sorted QR decomposition (SQRD) algorithm to incorporate apriori information. The modified
SQRD algorithm is shown to reduce the average number of computations by up to 95%. The apriori
sphere decoder is tested in an iterative multiple input multiple output (MIMO) decoder and shown
to reduce the bit error rate (BER) by an order of magnitude or provide approximately a one decibel
improvement.

Key words: Sphere decoder, iterative decoding, MIMO, TAST, QR.

1. INTRODUCTION

The ever increasing demand for affordable, high speed
and reliable wireless communication has led to the
development of various technologies such as multiple
input multiple output (MIMO) systems. The usage of
multiple transmit and receive antennas of a MIMO system
can potentially result in a significant increase in the
capacity of the communication channel. Using MIMO
in tandem with other communication techniques, such
as orthogonal frequency division multiplexing (OFDM),
enables the transmission of information over time, space
and frequency.

The performance of a wireless communication system
can also be greatly increased by exploiting some or all
of the diversity, independently faded signal paths, in the
wireless channel. Various coding schemes that aide in the
utilisation of all of the available diversity and/or capacity
in a MIMO channel have been proposed [1–4]. These
codes generally require joint decoding using methods such
as the Zero-Forcing (ZF), Minimum Mean Squared Error
(MMSE) and Sphere decoder (SD) [5, 6]. Forward Error
Correction FEC is also typically used to improve the
performance of the system. Accurate soft outputs from
the decoder can typically provide a 2dB gain [7] and is
therefore desired. In this paper Max-log-map Hard-to-Soft
decoding is used [8].

Drawing on the concept of turbo-codes [9], iteratively
decoding can also provide an increase in performance.
This entails a MIMO decoder that can use soft-inputs
generally as apriori information. In [10] the authors
provide a means to incorporate apriori information in the
ZF and MMSE decoder. An alternative method that can
be used to implement a soft-input sphere decoder [8] is

also described and shown to be limited to BPSK and
QPSK signal constellations. A similar approach is used
by the authors of [11] without addressing nor identifying
the limitations of their approach.

In this paper the authors will describe a modification to
the branch and pruning metrics of the sphere decoder of
[6] that incorporates apriori information. Studer et al in
[12] propose what seems to be a similar approach to the
approach used in this paper. They, however, focus on
optimizing the MAP values whereas in this paper the focus
is on the complexity introduced by the delayed pruning due
to apriori information. It will be shown empirically that
for iterative decoding the modification typically results,
contrary to what is expected, in a reduction in the
computations required by the sphere decoder is achieved.

Additionally, the effects of various symbol sorting
strategies on the computational complexity of the apriori
sphere decoder will be shown. It will be shown that a
modified instance of the sorted QR decomposition (SQRD)
[13] yields the greatest reduction in computations.

Notation: In this paper we use the following notation.
Vectors are denoted by boldface lowercase letters.
Matrices are denoted by boldface uppercase letters.
Superscripts T and H denote the transpose and Hermitian
transpose operations, respectively; diag(d1 . . .dN) denotes
a N×N diagonal matrix with diagonal entries d1 . . .dN . FN
is the N ×N discrete Fourier transform (DFT) matrix and
(·) denotes the dot product of two vectors.

2. MAP MIMO DECODING

The received signal in a MIMO system may be described
as:

y = Hx+n, (1)
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where H is the equivalent channel matrix, x is the
transmitted data vector and n is the noise vector. In general
H, x, y and n are complex valued. The optimal decoding
of the receive signal involves the MAP calculation of the
value of a bit. This probability is generally expressed in
terms of log likelihood ratios (LLR) defined as:

λi = ln
(

P(bi =+1)
P(bi =−1)

)
, (2)

where λ is the LLR and P(bi = x) is the probability
that bi = x. BPSK signalling has been assumed for the
individual bit values instead of 0 and 1.

Using equation 2 and Bayes’ rule, the MAP solution can
be given as:

x̃ = arg min
x∈X

ln{P(y|x,H)P(x)} , (3)

where the conditional probability P(y|x,H) is given by:

P(y|x,H) =
1

πNR det(Σ)
·

exp
[
−(y−Hx)H Σ−1(y−Hx)

]
, (4)

where NR is the number of receive antennas and Σ denotes
the covariance matrix of (y−Hx) given by:

Σ = E
[
(y−Hx)(y−Hx)H

]
. (5)

Since the noise n is assumed to be AWGN the following
simplification may be made:

Σ = σ2
nINR , (6)

det(Σ) = σ2NR
n , (7)

Σ−1 =
1

σ2
n
, (8)

where σ2
n is the noise power and Ik is the k × k identity

matrix. Using equations 2 to 8 the MAP solution can be
expressed as:

λp
i ≈ min

x∈X=−�
�

{
||y−Hx||2

σ2
n

− 1
2

b ·λa
}
−

min
x∈X=+�

�

{
||y−Hx||2

σ2
n

− 1
2

b ·λa
}
, (9)

where λp
i is the LLR of the MAP of the ith bit, bi, with

X=�
� denoting the set of all transmit vectors having bi = x.

b denotes the vector of bits associated with x and λa is
the vector of apriori LLRs. Additional use of the max-log
approximation:

ln

(
∑

i
exi

)
≈ max

i
xi, (10)

was made in the derivation of equation 9.

Thus the decoding problem involves the calculation of
the most likely metric for both possible values of the bit
in question. Non-iterative decoders typically assume that
there is no apriori information.

3. CLASSICAL SPHERE

The sphere decoder in [6] is essentially a tree search
algorithm. It is a variation of the A* tree search algorithm
[14, 15]. In the classical sphere decoder the A* algorithm
is used to solve the following system of linear equations:

x̃ = argmin
x∈X

{
‖y−Hx‖2)

σ2
n

}
, (11)

in order to obtain the MAP transmitted channel symbols
and, thus, transmitted data. This is essentially the same
as equation 9 without the apriori information. For use
with the sphere decoder, equation 11 is transformed into a
triangular system. In [6], as with most other formulations,
the Cholesky decomposition:

RH R = A, (12)

where R is upper triangular, is used. Equation 11 is then
transformed into the triangular equation:

x̃ = argmin
x∈X

{
(x− x̂)H RH R(x− x̂)

}
, (13)

where x̂ is the zero-forcing solution, and RH R = HH H
and σ2

n has been omitted as it is a constant and does not
affect the result. The zero-forcing solution, x̂ can be
obtained using, for example, the Moore-Penrose Pseudo
inverse:

A† = (AH A)−1AH , (14)

as:
x̂ = H†y. (15)

Alternatively the QR decomposition, SV decomposition,
LU decomposition or even the Cholesky decomposition
can be used to compute the zero-forcing solution. Equation
11 can also be transformed into a triangular system using
the QR decomposition:

x̃ = argmin
x∈X

{
‖QH y−Rx‖2

}
, (16)

where QR = H. This formulation will be used henceforth.

The tree structure arrises from the observation that x ∈ X,
i.e. the channel symbol x is part of a finite set X and that
when performing the back substitution, the value of the
current symbol is dependent on the previous symbols.

In equations 13 & 16 it is important to note that when
the equations are being evaluated, the evaluations can be
calculated by traversing the tree on a symbol-by-symbol
basis and are monotonously increasing:

Tn−1 ≥ Tn, (17)
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where it should be noted that the tree is traversed from node
N upwards in an upper triangular system. Thus, as soon as
the metric for a branch, Tn in the tree exceeds the current
lowest metric, Tmin, it will always exceed that metric and
therefore the branch can be pruned from the solution space.
In such cases, the A* algorithm is the optimal tree-traversal
algorithm [14]. In the next section it will be shown that
should apriori information be incorporated into the MAP
solution, then the branch metric is no longer monotonously
increasing. Thus, a branch can no longer be pruned from
the tree once its metric exceeds the current minimum.

4. APRIORI SPHERE DECODER

The MAP solution including apriori information is given
by:

x̃ = arg min
x∈X

{
‖y−Hx‖2

σ2
n

− λ ·b
2

}
, (18)

where λ is the Log-Likelihood Ratio of the apriori
information and b is the bitwise data vector, in BPSK,
representation of x.

Equation 18 can be partly transformed into a triangular
system as in section 3.:

x̃ = arg min
x∈X

{
‖QH y−Rx‖2

σ2
n

− λ ·b
2

}
, (19)

where it should be noted that σ2
n can no longer be

omitted from the calculations. Whilst eq. 19 can still
be represented as a tree structure, it is evident that the
equation is no longer monotonously increasing. In the
event that the current branch metric, Tn exceeds the
minimum metric, Tmin it is still possible that the remaining
apriori information can result in the branch metric being
lower than the current minimum.

Therefore it is no longer possible to prune the branch the
moment the branch metric exceeds the current minimum
metric as was the case with the classical sphere decoder.
It should be mentioned that for BPSK and QPSK channel
symbols it is possible to incorporate the apriori information
vector, λ, into the received vector, y [8]. This approach
does not work for other modulation constellations [10].

It is therefore necessary to modify the pruning metric to
incorporate the apriori information in λ. The pruning
metric now only prunes a branch, if the current branch
metric exceeds the current minimum and the remaining
apriori information is insufficient to change this. Thus the
branch is pruned when:

Tn −
1
2

N

∑
i=n

λi > Tmin, (20)

where λi is the apriori information associated with the
channel symbol xi. Whilst the new pruning metric allows
the sphere decoder to incorporate the apriori information,
it potentially delays the pruning of branches potentially
increasing the average number of computations. However,

it is possible to re-arrange the tree such that the branches
are pruned earlier as is discussed in the next section.

START
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N

∑
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Rk,lxl

SYMLIST()

nk > 0?

xk = Ω(sk,0)
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sB
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UPDATE()
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k = k+1
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Figure 1: Flow diagram of the tree search algorithm.

5. RE-ORDERING OF SYMBOLS

In order to prune branches on the tree, it is known
that having the diagonal of R be ordered ascendantly,
i.e. |rn+1,n+1| ≥ |rn,n| can speed up the sphere decoder
[16]. Similarly the apriori sphere decoder can be sped
up by ordering the symbols. Two approaches have been
investigated: one based solely on the apriori information
λ, the other based on apriori information and the channel
H.

5.1 Re-ordering by λ

The reasoning behind ordering the tree based on the apriori
information is the idea of reducing the impact of the
remaining apriori information on the classical pruning
metric. Thus, ideally the tree should be traversed in the
descending order of λn, where λn is:

λn =
Nb−1

∑
i=0

|λi|, (21)

i.e. the sum of the absolute values of the LLRs of the bits
of symbol n. In this manner the sum of absolute values
of the LLRs diminishes rapidly as the tree is traversed by
the decoder. Since the system being decoded has been
transformed into an upper triangular system, this means
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that the channel symbols and their respective columns in
H must be sorted based on the ascending values of λn. λn
is the total apriori information for symbol xn given by the
summation of the absolute values of the LLRs of each bit
in symbol xn.

5.2 Re-ordering by λ and H

It is known that performing the triangular transformation
in such a way that the diagonal elements, of the upper
triangular system, are increasing results in a speedup of
the sphere decoder [16]. A sub-optimal approximation is
to sort the column of H according to their Frobenius norms.

In an attempt to combine the ordering of the symbols with
the norms of the columns of H with their ordering with
respect to their apriori information, the following metric,
inspired by eq. 19, is proposed:

Cn =
1

σ2
n

NRX−1

∑
i=0

|Hi,n|2 +
1
2

λn. (22)

The symbols are then ordered ascendantly according Cn.
Equation 22 scales the contribution of the channel by the
noise power. The first term is essentially an indicator of
the SNR of symbol n.

5.3 Sorted QR Decompostion

The sorted QR decompostion proposed in [13] attempts to
order the diagonal elements of R in increasing orders of
magnitude. The algorithm is:

R = 0, Q = H & P = INT
for n = 0 to NT −1 do

kn = arg min
j=n,··· ,NT

|qj|2

exchange columns n and kn in Q, R and P
Rn,n = |qn|
qn = qn/Rn,n
for j = n+1, to NT −1 do

Rn, j = qH
n qj

qj = qj −Rn,jqn
end for

end for

where qn is the nth column of matrix Q. P is the
permutation matrix by which the columns of H and the
rows of x have been permuted.

5.4 Modified Sorted QR Decomposition

The standard SQRD does not make use of infor-
mation other than the channel matrix H. The
authors therefore propose the following modified SQRD
(mSQRD)algorithm:

R = 0, Q = H & P = INT
for n = 0 to NT −1 do

λs
k = ∑Nb

k=0 |λnNb+k|
end for
for n = 0 to NT −1 do

kn = arg min
j=n,··· ,NT

{
‖qj‖2

σ2
n

+
1
2

λs
j

}

exchange columns n and kn in Q, R, P and λs

Rn,n = |qn|
qn = qn/Rn,n
for j = n+1, to NT −1 do

Rn, j = qH
n qj

qj = qj −Rn,jqn
end for

end for

where σ2
n is the noise variance and Nb is the number of bits

per symbol.

6. ALGORITHM DETAILS

The apriori sphere decoder is based on the implementation
by [6]. It has been modified to use the QR decomposition
instead of the Cholesky decomposition. The flow diagram
for the apriori sphere decoder is shown in figure 1.

6.1 Pre-processing

The Pre-process block is responsible for calculating the
best symbol order to obtain the permutation matrix P, the
QR decomposition of H as well as the calculation of the
cumulative LLRs λc:

for i = 0, to N −1 do
λc

i = λc
i−1 +∑Nb−1

j=0 |λi·Nb+ j|
end for
P ← Optimal symbol order for decoding
Q,R ← qr(HP-1)

y ← QH y

where λ-1 = 0.

6.2 Symlist

The SYMLIST() function calculates the possible symbols
for the level and calculates their metrics. The
symbols are then sorted ascendantly according to
the metric. The variable nk is then assigned the
number of symbols that are smaller than the pruning
metric:

for i = 0, to Ns−1 do

βi =
Nb−1

∑
j=0

λ j+Nbkb̂i
j

∆k
i =

‖yk −αk −Rk,kΩ(i)‖2

σ2
n

− 1
2

βi +∆k+1
pk+1

end for
sort(∆k,sk)

nk = arg max
i

{
∆k

i < Tmin +
1
2

λc
k

}

Tk = ∆k
0

where b̂i
j denotes the jth bit represented by symbol i. The

sort() function sort the symbols ascendantly according
to their ∆k

i metrics and stores the symbol order in sk
i . The
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number of symbols that are less than the pruning metric is
stored in nk.

Performance metric: The SYMLIST() function is the
function where the vast majority of the calculations are
performed. It is also visited for each node in the tree. Thus,
the number of times the SYMLIST() function is called is
used as a performance metric in evaluating the relative
performance of the sphere decoder with regard to various
symbol ordering strategies. This allows the metric to be
independent of the specific implementation architecture
and programming.

6.3 Update

The UPDATE() function uses the newly found minimum
metric Tmin to prune the tree. ItiIterates through the levels
and updates the nk value for each level by only keeping
the symbols whose metrics are less than the new pruning
metric:

for k = 0, to N −1 do

nk = arg max
j

{
∆k

j < Tmin +
1
2

λc
k

}

end for

7. SYSTEM DESCRIPTION

The iterative decoding of linear pre-coded (LP) MIMO
will be used to test the performance of the apriori sphere
decoder. A short LDPC code is used to provide the
apriori information to the MIMO decoder from the second
iteration onwards.

7.1 Linear Pre-coding

Linear pre-coding of a MIMO system using threaded
algebraic space time (TAST) codes enables the exploitation
of all of the diversity in a MIMO channel without
sacrificing transmission rate [2]. This is achieved by
linearly mapping the channel symbol vector to a new
encoded channel symbol vector. The linearity of the
mapping enables the mapping to be expressed as a matrix
multiply. Let x = [x1, · · ·xm]

T be a data vector of length
N complex channel symbols taken from a modulation
alphabet X such as QPSK or M-QAM. Let Θ be a unitary
matrix of dimensions N ×N defined as [2]:

Θ = FH
N diag(1,ϕ, . . . ,ϕN−1), (23)

where ϕ = exp( 2π/4N) and FN is the N × N discrete
Fourier transform matrix. The mapping operation can thus
be expressed as:

s = Θx, (24)

where s is the newly encoded channel symbol vector. In a
noiseless environment the correct decoding of the entire x
channel symbol vector only requires the correct reception
of a single encoded symbol of s achieving diversity equal
to the rank of Θ, RΘ. Two or more streams of LP encoded
vectors can be layered together in order to exploit the full

rate of the channel. Diophantine numbers aide the decoder
in separating the various streams from each other [2]. The
Diophantine number for each layer is obtained by : φn =
ϕn, n = 0, . . . ,NL −1, where NL is the number of layers.

The disadvantage of TAST codes is their decoding
complexity as NL×N symbols need to be jointly decoded.

7.2 MIMO System

In this paper the MIMO channel is modelled as an
NR × NT matrix, H. The elements of H are each i.i.d.
complex Gaussian with zero mean and unit variance. This
corresponds to an ideal Rayleigh fading channel with no
correlation. Time and frequency diversity can be expressed
as a matrix with MIMO channel blocks on the diagonal.
In this paper it is also assumed that time and frequency
are independently faded. The full system equation then
becomes:

y = H′Θ′Px′+n, (25)

with P a permutation matrix that determines the manner in
which the two streams are threaded together.

With layering, the matrices H′,Θ′ and x′ are given as:

H′ =




H0 0 0 0
0 H1 0 0

0 0
. . . 0

0 0 0 HNH−1


 , (26)

Θ′ =




Θϕ0 0 0 0
0 Θϕ1 0 0

0 0
. . . 0

0 0 0 ΘϕNL−1


 , (27)

x′ =
[

xT
0 xT

1 · · · xT
NL−1

]T
, (28)

where NH is the number of individual MIMO transmissions
that are made, either in frequency or time, and is given by
NL ×RΘ/NT . The simulations in this paper are made with
RΘ = 4, NT = NR = NL = 2 and with a resultant HN = 4.

7.3 Turbo Structure

Data to 
channel 
symbol 

mapping

Linear Pre -
coding

MIMO 
Decoder

Channel Receiver 
Noise

LDPC 
Decoder

Data

Decoded 
Data

+
-

+
-

Figure 2: Block diagram of the iterative decoder system.
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Figure 2 shows the block diagram of the iterative turbo
MIMO decoder. The binary data is mapped to uncoded
channel symbols which are then mapped to and layered
to LP encoded channel symbols. These encoded channel
symbols are transmitted over the Rayleigh faded MIMO
channel. At the receiver the channel symbols are received
and AWGN is added. The MIMO decoder uses the
information about the LP code, Θ′, the channel information
H′ and the signal constellation to soft decode the data into
MAP LLR values.

In the initial iteration there is no extrinsic information
provided by the FEC code. Thus the initial input
to the FEC decoder is the aposteriori output of the
MIMO decoder. On subsequent iterations the intrinsic
information is subtracted from the aposteriori information
from the FEC decoder to yield the extrinsic information
from the FEC decoder which is used by the MIMO
decoder as apriori information. Similarly the input to
the FEC decoder, on subsequent iterations, is obtained by
subtracting the intrinsic information from the aposteriori
information of the MIMO decoder.

Hard Limiting of the LLRs: It was found that it was
necessary to limit the magnitude of the LLRs provided
to the LDPC decoder especially specifically at high SNR
values, for performance and stability reasons. In the event
that the LLRs were too large, the specific LDPC used
decoder would breakdown. Hard limiting of the magnitude
of the LLRs was done on the input to the LDPC decoder.
The effect of the value of the hard limit threshold on the
BER of the system is shown in figures 3 & 4. It is shown
that at the specific Eb/N0 values in the figure that a low
threshold of around five (5) is optimal. The two figures also
show the diminishing returns that each additional iteration
provides.

0 5 10 15 20 25 30 35 40 45 50
10

-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

LLR Hard limit value

B
E

R

 

 
0 Iteration
1 Iteration
3 Iterations
5 Iterations
7 Iterations
9 Iterations

Figure 3: Effect of LLR hard limiting threshold on the BER for
QPSK at 11dB Eb/N0.
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Figure 4: Effect of LLR hard limiting threshold on the BER for
16QAM at 15dB Eb/N0.

8. RESULTS

Figure 5 shows the effects iterative decoding has on the
BER performance of the MIMO system for case of a QPSK
signal constellation and a 16QAM signal constellation. It
is evident that the BER is reduced by an order of magnitude
for both constellations. Due to the steep slope of the BER
curve, this only corresponds to a 1 dB improvement as
measured at 10-4.
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Figure 5: Plot of the BER for QPSK and 16QAM showing the
effects of ten decoding iterations on the BER.

The decrease in the number of SYMLIST() calls made by
the decoder for QPSK and 16QAM signal constellations
are shown in figures 6 & 7 respectively. The decrease in
the number of function calls is with respect to the unsorted
decoder. It is seen in figure 6 that the mSQRD and SQRD
perform similarly in the low Eb/N0 regions, followed by
the sub-optimal H+λ ordering method. At higher Eb/N0
values the mSQRD and H + λ start outperforming the
SQRD algorithm. With the mSQRD algorithm a maximum
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speed up of 42.5% is achieved for QPSK.
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Figure 6: Plot in of the decrease in SYMLIST() calls for each of
the sorting methods as compared to the unsorted case. QPSK.

Figure 7 shows that a significant performance increase
is obtained from the SQRD based algorithms of
approximately 35% at 0dB Eb/N0 increasing to a
maximum of approximately 70%. All of the methods
incorporating channel information appear to perform
similarly at higher Eb/N0 values.
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Figure 7: Plot in of the decrease in SYMLIST() calls for each of
the sorting methods as compared to the unsorted case. 16QAM.

From figure 8 it can be noted that there is a distinct
region where the addition of the apriori information adds
to the decoding complexity; however, sorting based on λ
does not appear to increase the complexity of subsequent
iterations. The added complexity at low Eb/N0 values
is negligeable. At high Eb/N0 the addition of apriori
information substantially reduces the decoding complexity
by up to 95%.

In figure 9 the average number of SYMLIST() calls per bit
needed to perform hard output decoding is plotted for the
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Figure 8: Plot of the increase in SYMLIST() calls due to the
apriori pruning metric used in subsequent iterations vs. the

normal sphere metric of the first iteration for the various sorting
strategies. 16QAM.

unsorted sphere using the classical pruning metric. The
figure show a decrease in the number of calls required as
Eb/N0 increases.
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Figure 9: Plot of the number of SYMLIST() calls for the unsorted
sphere decoder using the classic pruning metric for QPSK and

16QAM. Hard output decoding.

9. DISCUSSION

Whilst figures 6 & 7 show a definitive improvement at
high Eb/N0 values, it should also be kept in mind that
the overall number of SYMLIST() calls at high Eb/N0 is
much less than at lower Eb/N0 values. As such, it is
ultimately expected that at very high Eb/N0 values, the
speed difference between the algorithms would converge to
almost nothing. The sorting metrics incorporating channel
information H yield an improvement of between 10% to
15% in the low Eb/N0 regions for QPSK and between 15%
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to 35% for 16QAM.

Considering that incorporating apriori information adds
approximately, worst case, 60% additional calls, as
compared to not using apriori information, but with the
mSQRD also resulting in a 60% overall reduction in the
number of calls the overall effect is that the apriori sphere
decoder is not significantly more complex when used for
iterative decoding. Deciding the decoding order based on λ
does not appear to increase the decoding complexity at all.
This is most likely due to the fact that the MAP outputs of
both the MIMO decoder and the FEC decoder are supposed
to, ideally, be highly correlated. Should that not be the case
then the apriori decoder would likely have a significantly
increased complexity.

Figure 9 shows that whilst the sorted algorithms yield
a significant decrease in computations, with respect to
the unsorted decoder, at high Eb/N0 values, the decoding
complexity is already an order of magnitude less for QPSK
and two orders of magnitude for 16QAM.

10. CONCLUSION

In this paper an algorithm sphere decoder that accepts
apriori information in LLR form was proposed. A simple
iterative MIMO decoder was used to evaluate the algorithm
practically. It was shown that sorting the order in which
the symbols are decoded can have a great impact on the
computational requirements of the algorithm. Based on
the good performance of the SQRD algorithm in reducing
the complexity of the decoder, a modification of the
algorithm to incorporate apriori information was proposed.
The mSQRD algorithm was shown to yield the greatest
reduction in computational requirements of the decoder.
It was also shown that in the case of iterative decoding
the addition of apriori information does not significantly
increase the computational requirements. The addition
of apriori information actually reduced the computational
requirements. This is contrary to what was expected since
the pruning of the tree is delayed with the addition of
apriori information.
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Abstract: Power transformers inevitably experience impulse over-voltage stresses such as from 
lightning and/or switching events despite various protection systems that may be in place. At 
locations along oil/pressboard interfaces in the transformer, surface discharges may initiate due to 
various reasons. The surface discharges may or may not eventually lead to voltage flashover faults. 
This paper presents a study of how relatively small surface discharges affect the lightning voltage 
impulse (LI) strength of oil-impregnated pressboard insulation. It is found that surface discharges of 
magnitudes in the order of some hundreds of pC can reduce the LI withstand voltage of the oil-
impregnated pressboard by up to 15%. Although the negative polarity LI withstand voltage of surface 
discharge-aged pressboard is higher than that of positive polarity, the reduction in the LI voltage 
strength is more pronounced for the negative LI impulse voltage. The findings suggest further 
scrutiny of the standardised acceptable levels of PD in power transformers. 
 
Keywords: Oil-impregnated pressboard, power transformers, surface discharges, lightning 
breakdown voltage  
 
 

1. INTRODUCTION 
 

Partial discharge (PD) is a phenomenon that is now 
widely acknowledged as both a symptom and agent of 
electrical insulation degradation [1]. In power 
transformers there are still some aspects of PD that are 
yet not well understood. As an example precise location 
of PD sources in power transformers is still a major 
challenge [2] although some successes have been 
reported in using the unconventional PD detection 
techniques such as ultra-high frequency (UHF) and 
acoustic methods [3-8].   
 
A considerable body of knowledge of partial discharges 
in power transformers has been built up in the literature. 
However, PD location and knowledge of the minimum 
PD apparent charge magnitude above which the PD 
activity is considered dangerous still beg research 
attention. In power transformers PD measurements are 
commonly conducted in accordance with the IEC 60076-
3 [9]. In the latest edition of the standard, IEC 60076-3 
(2013) [10], the maximum acceptable PD magnitude has 
been reduced to 250 pC, while previously it was 500 pC. 
It is well known that the PD magnitude can be used to 
classify the defect causing PD in the transformer 
insulation system [1-3]. Surface discharges in power 
transformers are regarded as deleterious because once 
initiated they may progress to complete failure over time 
under normal operating voltage. The minimum magnitude 
of surface discharge that is deemed dangerous is still a 
subject of further research. 
 
This paper presents results of an experimental study on 
how pre-exposure of oil-impregnated pressboard to 
surface discharges of an average magnitude below 500 

pC affects the lightning impulse (LI) withstand voltage of 
the pressboard.  
 
The next section gives a bird’s eye view of the state of 
the art on how partial discharges affect the lightning 
withstand parameter of pressboard insulation. The 
experimental investigation is presented in section 3 which 
comprises of pressboard samples preparation, PD 
measurements, surface PD ageing procedure and the LI 
voltage withstand tests of the pressboard samples. The 
results are in section 4 and conclusion in section 5. 
 

2. PD AND LI BREAKDOWN OF OIL-
IMPREGNATED PRESSBOARD:  A STATE OF 

THE ART REVIEW 
 

Research work by Okabe et al, [11, 12], is a notable 
contribution to the knowledge on the relationship 
between PD and lightning impulse voltage breakdown of 
oil-impregnated pressboard. In [11], it is deduced that PD 
magnitude of at least 10 000 pC is harmful as it reduces 
the residual LI voltage withstand level of oil-impregnated 
pressboard insulation. The defect type studied comprised 
of a speck of a conducting solid material sandwiched 
between pressboard insulation. 
 
The phenomenon of surface discharges on oil-
impregnated pressboard has been extensively studied by 
many researchers with the objective of understanding the 
physical mechanisms [13-17]. A significant body of 
knowledge in that regard has been built up and a good 
state of the art review is in [13]. Surface discharges are 
understood to eventually lead to voltage flashover as they 
evolve through tracking (creepage) across the surface of 
the solid insulation. A lot of focus has been on how 
surface discharges cause complete insulation failure 
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directly or in synergy with other various insulation ageing 
agents such as moisture [13]. There is however little 
literature on surface discharges and their possible 
influences on the LI withstand voltage of pressboard 
insulation in power transformers that specifically focus 
on the discharge magnitude. 
 
Lightning and switching impulse endurance is an 
important design and performance parameter of power 
transformers. Colla et al [18] reported the degrading 
effect of repetitive switching impulses on oil-impregnated 
insulation in power transformer bushings. The insulation 
degradation was manifested by specific behavioural 
trends of the resulting partial discharge activity. 
 
Studies of common failure modes of power transformers 
have revealed that lightning and switching transient 
voltages make up a significant portion of transformer 
failure modes. In South Africa, lightning and switching 
impulse voltages contribute about 12% to the total 
number of power transformer failures. Furthermore, 
lightning and switching voltage impulses contribute more 
than 50% of failures in the power rating category greater 
than 400 MVA [19-21]. Atmospheric conditions that are 
characterised by high altitudes in the order of 1700 m and 
high lightning ground flash density (10-15 
flashes/km2/year) as in South Africa [22] make lightning 
impulse voltages to be a major cause of transformer 
problems. It is therefore essential to understand and 
mitigate lightning impulse voltage failure as causes of 
transformer failure focusing on oil-impregnated 
pressboard. 
 
As presented in detail in the rest of the paper, virgin 
samples of pressboard were dried under vacuum and then 
impregnated with dry mineral transformer oil. The 
samples were then exposed to surface discharges after 
which the lightning breakdown voltage was determined in 
comparison with control samples that had not been 
exposed to surface discharges. A conclusion was then 
drawn from the analysed test results. 
 

3. THE EXPERIMENTAL PROCEDURE  
 
3.1 Sample preparation and preconditioning  
 
Controlled experimental studies on oil-impregnated 
pressboard typically entail preconditioning the pressboard 
material to ensure carefully controlled moisture levels 
and the degree of oil-impregnation. In the present work, 
the test samples’ preconditioning processes were 
conducted at a power transformer manufacturing factory; 
Powertech Transformers Pty (Ltd), in South Africa. The 
pressboard sheets were 3 mm thick and each cut into 
square pieces of 100 mm x 100 mm. The pressboard 
samples were preconditioned and impregnated with oil in 
accordance with the IEC 60243-1 standard [23]. The 
samples were pre-dried in hot circulating air at 105 °C for 
24 hours and then bathed in dry oil for 3 hours. The 
samples were then subjected to a vacuum-oven drying 

cycle in an autoclave at 130 °C for 48 hours. The oil 
impregnation was through emersion in dry oil under 
vacuum for a further 3 hours. The moisture content in the 
preconditioned pressboard was measured to be about 
1,5%. The preconditioned samples were kept in an air 
tight container ready for the next stage of the experiment. 
 
3.2 Electrode setup and partial discharge measurements  
 
In order to expose the oil-impregnated pressboard test 
samples to surface discharges, a needle at an acute angle 
to plane electrode arrangement was used as shown in 
Figure 1, a setup devised by Mitchinson et al [16]. The 
resultant surface discharges were a function of the needle 
tip radius, insulation gap distance and the voltage across 
the insulation gap. For the needle tip radius of 0,117 mm 
used in this study, iterative tests were performed to 
determine the optimal gap setting and voltage magnitude 
that would produce sustained surface discharges for a 
sufficiently long period without flashover or puncture of 
the pressboard [24]. An electrode gap (d) of 45 mm and 
voltage of 30 kVrms at 50 Hz were determined to be 
optimal for surface discharge ageing of the oil-
impregnated pressboard. 
 
Partial discharges on the pressboard were measured using 
a narrowband detection setup in accordance with the IEC 
60270 standard [25] as shown in Figure 1. The PD 
measurement system was of the Power Diagnostics 
ICMCompact™ type. The setup was calibrated by 
injecting 10 pC from a calibrator connected across the 
test object. The experimental measurements were 
conducted in a shielded high voltage laboratory 
environment with an average noise level of 0,3 pC. The 
PD inception voltage (PDIV) was determined by slowly 
increasing the test voltage in steps of 1 kV until partial 
discharges above the noise threshold were detected. PD 
phase resolved patterns were recorded for 1 minute at the 
selected voltage level of 30 kVrms. 
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Figure 1: The partial discharge measurement setup 
showing the needle at an angle to ground electrode 
configuration on the oil-impregnated pressboard. 
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Figure 2: The recorded PD phase-resolved-pattern at     
30 kV for the 45 mm electrode gap.  

 
A typical PD phase-resolved-pattern recorded for the 
discharges on the pressboard is as shown in Figure 2. It is 
evident that the PD pattern manifests two sources of PD 
activity as labelled on the figure. The higher magnitude 
clusters in both half cycles (in the order of nC) are from 
the needle tip while the relatively smaller magnitude 
cluster (in the order of hundreds on pC) are those from 
the surface discharges along the tracks on the pressboard 
surface. The discharge distributions extend from the zero 
crossings into the first and third quarter regions which is 
typical for surface discharge pattern [16, 26]. In the 
absence of the pressboard, the epochs would have been 
concentrated around the voltage peaks as reported by 
Pompili et al [27]. It is also notable in Figure 2 that the 
average magnitudes of the surface discharges were below 
500 pC. 
 
The variations of the PD inception voltage (PDIV) and 
gap breakdown voltage of the oil/pressboard interface as 
a function of gap distance is shown in Figure 3. Below 25 
mm, the gap broke down without prior PD inception. 
Beyond 25 mm the gap breakdown voltage increased 
linearly with increase in the gap size while the PDIV was 
statistically invariant. The manner in which the PDIV and 
electrode gap distance vary as a function of the electrode 
gap distance on the oil/pressboard interface is a 
characteristic of interest that has been investigated by 
many researchers. 
 

 
 

Figure 3: PDIV and gap flashover voltage as a function of 
gap length.  

Dai et al [15] investigated the effect of moisture on the 
surface discharges on oil-impregnated pressboard using 
the same electrode setup as in Figure 1. The reported 
behavior of the PDIV and gap flashover voltage as a 
function of the gap distance was similar to that obtained 
in the present work given in Figure 3. It was also reported 
that for a given gap distance, the breakdown voltage of 
the oil gap was the same as that of the oil/pressboard 
interface which lead to a conclusion that if the pressboard 
surface is dry and clean, the presence of the pressboard 
does not influence the breakdown voltage of the oil gap. 
Furthermore in their work, it was found that in wet oil, 
the gap breakdown voltage was lower as an indication of 
the undesirable effect of moisture in transformer 
insulation [15]. 
 
Lv et al [28] investigated the effect of nanoparticles on 
creeping flashover characteristics on the oil/pressboard 
interface and reported the same behavioural trend as that 
of Figure 3. Most importantly they noted a significant 
shift in the PDIV and gap breakdown plots showing that 
the presence of the nanoparticle fillers in insulation oil 
increases the PDIV as well as the gap flashover voltage. 
 
It can be suggested that the plots of gap flashover voltage 
and PDIV as a function of electrode gap distance for a 
needle-plane electrode setup on an oil/pressboard 
interface, typically give the same trends although the 
absolute values of the data points may vary slightly. The 
plots can therefore be suggested to be a conventional way 
of verifying the validity of test results obtained through 
similar experimental methodologies, and this is in 
agreement with Mitchnson et al [13]. 
 
It is also notable that in Figure 3 the PDIV is quasi-
constant as the electrode gap increases. This is 
attributable to the fact that the partial discharges are 
initiated around the enhanced stress on the needle tip 
which, for relatively larger gaps, changes little as the gap 
increases. The maximum electric field (Emax) on the 
needle tip in a point-plane configuration can be 
analytically calculated using Equation (1)   [29]. 
 
𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 =

2𝑉𝑉
𝑟𝑟𝑟𝑟𝑟𝑟(4𝑑𝑑𝑟𝑟 +1)

     (1) 

 
Where: 
 
𝑉𝑉 is the voltage across the insulation gap, 
𝑟𝑟 is the needle tip radius, 
𝑑𝑑 is the gap between the needle tip and the plane 
electrode.  
 
At 30 kV and electrode gap distance of 45 mm, the 
maximum electric field on the needle tip is calculated to 
be 69.8 kV/mm using (1). Corresponding simulations in 
finite element method (FEM) field plot (as shown in 
Figure 4) give a value of 68 kV/mm which is practically 
the same as that determined analytically. 
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Figure 4: FEM electric field plot of the needle-plane 

electrode setup at gap distance of 45 mm and voltage of 
30 kV showing the stress enhancement on the needle tip.  

 
3.3 Surface discharge ageing of the oil-impregnated 
pressboard samples.  
 
In order to simultaneously subject multiple samples of 
pressboard surface discharge to ageing at 30 kVrms, the 
test sample setup in Figure 1 was duplicated to form an 
array of multi samples arranged in a transparent Perspex 
oil-filled tank as illustrated in Figure 5. To ensure that 
surface discharges occurred only on the desired regions 
of the test samples, copper tubes were used for the high 
voltage supply as well as for the grounded electrode. All 
needle connections to the high voltage supply were 
dimensioned to be free from corona at 30 kVrms. The tank 
was covered with a Perspex transparent lid to limit 
ingress of moisture into the oil from the atmosphere and 
also enable visual inspection of the samples during the 
surface discharge ageing process.  
 
One set of 12 of the oil-impregnated pressboard test 
samples was continuously exposed to surface discharges 
for a period of 3 hours after which they were removed 
and immediately subjected to the lightning voltage 
breakdown tests. Another set of 12 samples was exposed 
to surface discharges for a longer period of 7 hours after 
which they were also tested for lightning breakdown 
voltage.  
 
Surface discharges on the oil-impregnated pressboard 
created tree shaped white tracks on the pressboard surface 
radiating from the needle tip and with time, extended 
towards the grounded electrode. An example is shown in 
Figure 6 for one of the samples exposed to 3 hours of 
surface discharge ageing. The white tree-shaped tracks 
are attributed to migration of oil and moisture out of the 
inter-fibre micro spaces on the pressboard surface layer 
under the influence of intense localized PD energy 
bombardment. The affected regions of the pressboard 
become effectively non-impregnated. Further stress 

enhancement ensues in the gas-filled microstructures and 
a runaway degradation process is initiated.  
 
With prolonged PD activity, the white dendrite tracks 
turned into carbon tracks (black colour) as shown in 
Figure 7 due to physiochemical changes to the molecular 
matrix as PD energy continued to be injected.  

 
 

Figure 5: The multi-sample setup for surface discharge 
ageing of the oil impregnated pressboard.  

 

 
 
Figure 6: An example of a pressboard sample exposed to 
3 hour surface discharge ageing showing the white track 

marks.  

 
 

Figure 7:  An example of a pressboard sample exposed to 
7 hours of surface discharge ageing showing development 

of carbon traces. 
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3.4 Lightning impulse breakdown voltage tests of the 
surface-discharge-aged pressboard  
 
The multilevel test method of breakdown tests was used 
in assessing the influence of surface discharges on the LI 
impulse voltage strength of oil-impregnated pressboard. 
The types of electrodes used are as shown in Figure 8 in 
accordance with IEC 60243-3 standard [30] and were 
immersed in oil during the breakdown tests to avoid 
spurious flashovers. The test voltage was a 1.3/54 µs 
lightning impulse from a multistage stage Marx 
generator.  
 
The multilevel method of breakdown voltage test entails 
estimating the starting voltage magnitude, which should 
be 70% of the expected breakdown voltage for negative 
polarity and 60% for positive polarity. The voltage was 
incremented in steps and 3 shots applied at each voltage 
level. The sequence was repeated until breakdown. A     
1-minute interval was allowed between successive shots 
to avoid the influence of space charge that would have 
been generated in the previous shot. 
 
For the 3 mm thick pressboard samples used in this work 
and using the Equation (2) [31], the expected negative 
polarity lightning impulse breakdown voltage would be 
223 kV. 
 
𝐸𝐸𝑏𝑏 =

94.6
𝑑𝑑0.22     (2)  

 
Where; 
𝑑𝑑 is the insulation thickness and 𝐸𝐸𝑏𝑏  is the maximum 

breakdown strength of the insulation. 
 
The starting voltage in the multilevel voltage test 
procedure was therefore chosen as 156 kV for the 
negative polarity impulses and 134 kV for the positive 
impulses. For each of the impulse voltage polarities, 3 
sets of oil-impregnated pressboard samples were tested as 
follows:  
 9 samples of unaged pressboard as a control set, 
 6 samples of the 3-hour surface discharge aged,  
 6 samples of the 7-hour surface discharge aged.  

The test results, analysis and discussion are presented in 
the next section. 

 
 
Figure 8:  Details of the electrode setup for the lightning 
impulse voltage breakdown test in accordance with [30].  

 
 

Figure 9:  Boxplot of the positive lightning impulse 
voltage breakdown as a function of time of exposure of 

the pressboard to surface discharges. 
 

 
 

Figure 10:  Boxplot of the negative lightning impulse 
voltage breakdown as a function of time of exposure of 

the pressboard to surface discharges.  
 

4. RESULTS, ANALYSIS AND DISCUSSION  
 
The lightning breakdown voltage test results of the aged 
and unaged oil-impregnated pressboard for positive and 
negative and polarity voltages are given in Tables 1 and 2 
respectively. Figures 9 and 10 are the corresponding box 
plots presentations of the changes in the lightning 
breakdown voltage of the pressboard due to exposure to 
surface discharges. It is notable that exposure of oil-
impregnated pressboard to surface discharges lowers the 
lightning breakdown voltage of the pressboard by about 
15% for the negative polarity voltage and 4% for the 
positive polarity. These findings are consistent with 
similar results by Okabe et al [11] who concluded that the 
impulse voltage insulation strength of pressboard was 
reduced by about 30 % due to the exposure of the 
pressboard to partial discharges of at least 50 000 pC. 
They went on to conclude that the minimum harmful 
level of partial discharges in power transformers could be 
regarded as 10 000 pC, a magnitude 20 times bigger than 
the PD magnitudes measured in the present work. The 
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question of what surface PD magnitude is significant in 
reducing the LI impulse strength of oil impregnated 
pressboard is therefore not yet fully addressed. 
 
As expected, the negative polarity lightning breakdown 
voltage was higher than that of the positive polarity. The 
difference is attributed to the classical theory of electrical 
breakdown mechanisms [32] as illustrated in Figure 11.  
Under positive polarity, electrons are attracted towards 
the anode and in the process cause ionization avalanches 
in the insulation medium. Each ionization avalanche 
event creates an anvil shaped ‘cloud’ of relatively slow 
moving positive ions with the broader end of the cloud 
facing the anode as shown in Figure 11a. Consequently 
the space-charge-distorted electric field around the 
avalanche head is greatly enhanced and making it 
relatively easier than in the negative polarity case for the 
ionization avalanches (streamers) to advance further into 
the insulation. In the negative polarity case, the 
orientation of the positive ion clouds is opposite to that of 
the positive polarity as shown in Figure 11b. The 
resultant space-charge-modified electric field on the 
avalanche head is not as greatly enhanced as in the 
positive polarity case. Consequently it requires higher 
negative polarity voltage to create the same breakdown 
effect as the positive polarity. This is consistent with the 
results obtained in the present work. 
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Figure 11:  Sketches of ionic avalanche mechanisms 
illustrating different orientations of the positive ion 

clouds (a) positive polarity and (b) negative polarity.  
 

Table 1: Positive polarity lightning impulse breakdown 
voltage results of unaged and surface discharge aged test 
samples. 

Sample 
number 

Un-aged LI 
breakdown 
voltage (kV) 

3 hours aged 
LI breakdown 
voltage (kV) 

7 hours aged 
LI breakdown 
voltage (kV) 

1 155 128 158 

2 165 157 158 

3 165 168 158 

4 168 168 168 

5 171 181 168 

6 175 208 175 

7 178 - - 

8 181 - - 

9 185 - - 

Average 
breakdown 
voltage (kV) 

171 168 164 

Table 2: Negative polarity lightning impulse breakdown 
voltage results of unaged and surface discharge aged test 
samples. 

Sample 
number 

Un-aged LI 
breakdown 
voltage (kV) 

3 hours aged 
LI breakdown 
voltage (kV) 

7 hours aged LI 
breakdown 
voltage (kV) 

1 175 148 151 
2 178 168 155 
3 185 168 165 
4 205 168 181 
5 212 181 181 
6 212 215 202 
7 215 - - 
8 225 - - 
9 228 - - 

Average 
breakdown 
voltage 
(kV) 

204 175 173 

 
It is also noticeable that the difference in the lightning 
breakdown voltage values of unaged and aged samples is 
much greater for the negative polarity (15%) than in the 
case of positive polarity (4%). Comparison of trends in 
Figures 9 and 10 show remarkable differences between 
positive and negative polarities in the extent to which the 
surface discharges change the lightning impulse 
breakdown voltage of the oil-impregnated pressboard. At 
this stage there is no available explanation of the 
difference in the effect of surface discharges being more 
pronounced with negative polarity than positive polarity 
LI voltages, and this may be a subject of future studies. 

 
It is a common practice to use Weibull analysis 
techniques in the analysis of electrical breakdown tests 
results [33]. In that regard Figure 12 further illustrates the 
marked difference between negative polarity and positive 
breakdown voltages. 
 
In Figure 13 the Weibull plot for the negative polarity 
case gives clearer visual impression of  the extent to 
which  lightning breakdown  voltage of oil-impregnated 
pressboard is reduced by exposure to surface discharges.   
 

 
 

Figure 12:  95% confidence bound Weibull plot for 
unaged negative and positive lightning breakdown 

voltage.  
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Figure 13:  95% confidence bound Weibull plot for 
unaged negative and positive lightning breakdown 

voltage.  
 

5. CONCLUSION  
 

Surface discharge of magnitude in the order of some 
hundreds of pC reduces the lightning impulse breakdown 
strength of oil-impregnated pressboard in power 
transformers. Although the negative polarity LI withstand 
voltage of surface discharge-aged pressboard is higher 
than that of positive polarity, the reduction in the LI 
voltage strength is more pronounced for the negative LI 
impulse voltage. The findings suggest further scrutiny of 
standardised acceptable magnitudes of partial discharges 
in power transformers. 
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