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A MEASUREMENT SYSTEM TO RECORD THE ULF ELECTRIC 
FIELDS RELATED TO THE ELASMOBRANCH ELECTROSEN-
SORY SYSTEM

G. J. Gibbon∗

∗ School of Electrical and Information Engineering, Private Bag 3, Wits, 2050, South Africa. Email:
gibbon@icon.co.za

Abstract: Numerous observations and reports indicate that sharks are often attracted to, or repelled by,
the Electromagnetic (EM) Radiation from underwater electrical apparatus and man-made installations
resulting in damage to the equipment and possible ecological damage. It is essential that, with the
introduction of more and more man-made underwater devices, a study of “normal” electric activity in
the oceans is made so this can be compared with possible increased activity from man-made systems. In
this paper the development, design and implementation of an underwater electric field recorder that can
be towed by a scuba diver is presented. The measurement system uses carbon fibre probes to measure
three channels in the frequency range of 0.1 - 10 Hz at 64 samples/sec with a resolution of 24 bits. The
input range is ±18 mV/m with a noise floor of less than ±30 µV/m. The system can record for up to
one hour and the measurements are downloaded to a computer for analysis.

Key words: Marine electromagnetics, measurement systems, ULF, Elasmobranch, sharks, EM
radiation, modelling.

1. INTRODUCTION

Numerous observations and reports indicate that sharks

are often attracted to, or repelled by electric fields
from underwater electrical apparatus and man-made

installations [1]. This results in either damage to the
apparatus or possible ecological damage as sharks have

been reported to leave areas of high unnatural EM

activity [2]. Adverse reactions by sharks to strobe
flashes, video cameras and protection systems have

been reported, as well as an interest in underwater

electrical equipment, such as video cameras [1], SONAR
arrays and telecommunication equipment [3]. This can

cause “distress” to both sharks and humans (when their

equipment is “attacked”) and could also result in a possible
decline of marine resources and tourist activities.

Renewable energy resources in the marine environment,

such as offshore wind farms, tidal generators and wave

generators [4, 5], could also result in unintentional
ecological damage to the habitat of electrosensory fishes.

Electric potentials in the marine environment are caused by
ocean flow through the earth’s magnetic field, non-ocean

origins (geomagnetic, atmospheric and ionospheric),

man-made (naval, industrial and recreational) and oceanic
life [6–9]. To evaluate the possible ecological problems

that may be caused by man-made equipment and electrical

installations on the elasmobranchii, some idea of the
“normal” electric potentials that they are subjected to must

be determined.

In this paper the design and construction of a recording

system to measure Ultra Low Frequency (ULF) electric
potentials in the water is described. Results of the measure-

ments are presented and analysed in terms of both the
possible sources and the elasmobranchii’ electrosensory

system.

2. SOURCES OF ELECTRIC POTENTIALS

2.1 Natural sources

Ridgway et al. [6] describes the natural sources as being
both internal to the ocean, caused by movement of

the sea water through the earth’s magnetic field, and

external, caused by electromagnetic radiation produced
from geomagnetic, atmospheric and ionospheric activity.

Electric potentials produced by swells and surface waves,

caused by local winds, have frequencies in the range
of 50 to 500 mHz. As discussed by Crona et al. [8]

the background electric fields can be denominated by
electromagnetic waves caused by micropulsations in the

ionosphere. In shallow-water Schumann resonances,

lightning induced random phase standing waves in the
ionosphere-earth cavity, have discrete peak frequencies of

8, 14, 20, 26, . . . Hz. Spectral analysis from measurements

taken by Crona et al. [8] off the western shore of Point
Loma, San Diego clearly show Schumann resonances and

swells in the frequency range 40 mHz to 1.8 Hz. Similar

results were obtained by Sanford [9], again off the coast of
San Diego.

2.2 Man-made sources

To attempt to quantify or even describe all the man-made
electromagnetic sources producing electric potentials in

the worlds’ oceans is an impossible task. The man-made

sources include:

• power-line frequencies as measured by both Crona et

al. [8] and Sanford [9]
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• shipping activity

• marine cathodic protection systems

• offshore drilling rigs

• oil pipelines

• electromagnetic surveying [10]

• telecommunication systems [3]

• naval activity both for submarine communication and

warfare systems [11, 12]

• scuba diving equipment and accessories [1].

Much of the work is being conducted at military and

commercial levels resulting in few of the publications

being available for general access.

3. ELASMOBRANCHII’ ELECTROSENSORY

SYSTEM

The elasmobranchii electrosensors were first described by
Lorenzini in 1687 [13] but their purpose as electrosensors

was first reported by Dijkgraaf and Kalmijn in 1962

[14]. Since then a number of researchers have undertaken
research programmes to model the electrosensory systems

of the elasmobranchii. This includes laboratory and

open water experiments [15, 16], Bastian [17] developed
a model for the equivalent circuit of the system,

Tricas [18] measured the sensitivity and dynamic response
and Bodznick et al. [19] investigated the filtering of

important information from a very noisy environment.

The sensitivity the electrosensory system can be less than
1 µV/m [20] with a frequency range of DC to 10 Hz [16].

4. DESIGN OBJECTIVE

The design objective was to develop a system to measure
the electric potentials in a recreational scuba diving

environment in the sensitivity and frequency range of the

elasmobranchii. The goal was to quantify and compare
the electric fields produced by divers and the equipment,

usually used during recreational dives, and those found

without divers present. Ultimately this information could
be used to design low emission equipment, thus reducing

recreational divers’ impact on the marine environment.

Initially a laboratory measurement system was developed,

with three dimensional carbon fibre probes and low

noise amplifiers to measure voltages in a salt water tank
housed within a screened building [1, 21]. Carbon fibre

probes were used for both the laboratory and the self

contained underwater measurement system in preference
to silver/silver chloride (Ag/AgCl) electrodes. Carbon

fibre electrodes are more robust, easy to manufacture at a

lower cost and perform as well as Ag/AgCl electrodes [22].
The electric fields from an underwater video camera,

strobe flash and a dive computer were measured to get

an idea of both the voltages and frequencies produced by
the equipment. These results were then modelled [23]

and used as the basis to design the underwater recording
system.

5. LABORATORY MEASUREMENTS

No change in measurements was recorded from the dive

computer whereas changes in the measured potentials were
obtained from both the strobe flash and the video camera.

The measurement system and results are fully described

by Zachar and Gibbon [21]. A typical measurement from
a strobe flash is shown in Figure 1 and shows a distinct

change in the measured potentials when the flash was fired.

Figure 1: Measurements of a strobe flash discharge

Figure 2 shows voltages measured in the tank with (a)

nothing in the water, (b) video camera, switched off
(c) video camera, switched on and (d) video camera, in

recording mode.

(a) Background Noise (b) Video Off

(c) Video On (d) Record On

Figure 2: Amplitude measurements with the Video Camera

Although clear changes can be seen in the time variant

signals, more significant changes are apparent in the

frequency content of the four recordings, as shown in
Figure 3. Please note that the plots have different y-axis

scales to enable discussion of the frequency in each mode
of operation as follows:
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(a) Background Noise (b) Video Off

(c) Video On (d) Record On

Figure 3: Frequency response of measurements with the Video

Camera

• The amplitude of signals at frequencies below 1 Hz

increase by 17 times when the video camera was
placed in the water. This probably due the ionisation

caused by the different materials from which the
housing is manufactured (stainless steel, powder

coated aluminium and various plastics).

• Amplitudes increase at frequencies above 1 Hz when

the camera is switched on, most likely due to radiation
from the power supply and electronic circuits.

• In the record mode increased amplitude can be seen

further up the frequency spectrum as a result of added

radiation from the tape drive motors and controlling
circuits.

Sharks will, in all probability, be aware of these changes

in frequency content due to their adaptive frequency

capability [19].

6. SELF-CONTAINED UNDERWATER
MEASUREMENT SYSTEM

Figure 4: The underwater recording system showing the

housing, internal structure and computer interface

A recording system was developed to measure electric field

strengths in the ocean (see Figure 4) compact enough to

be “towed” by a scuba diver on a recreational dive. The
system was based on a modified electrical representation

of the sharks’ sensory system [1], shown in Figure 5,

together with notes on how this was implemented in the
recording system. The specifications of the system are

given in Table 1. The system uses chopper-stabilised

input amplifiers and carbon fibre probes to eliminate
input drift due to ionisation in the water. Unity gain

chopper-stabilised amplifiers, with a switching frequency
of 200 Hz, (TC7650 [24]) were used for the input stage

to minimise the input offset voltage and drift, input bias

current and input noise voltage. There are no metal fittings
on the casing to avoid any interference from cathodic

reactions.

−

+

Diff. Amp.

V(A)

Canals

V(B)

V/F
Filters

Adaptive
Consciousness

A/D and

Controller

Computer analysis
(OCTAVE/MATLAB)

Chopper stabilised amplifiers
Filters (High and Low pass)

Figure 5: Electrical model of the underwater measurement

system

Table 1: Specifications of the underwater measurement

system

Number of channels : 3 (x,y and z)

Frequency Response (-3dB) : 0.1 - 10 Hz

Alias noise : -50 dB at 32 Hz

Sample Rate : 64 samples/sec

Sample size : 24 bits

Recording time : 60 minutes

Input range : ±18 mV/m

Internal noise : <±30 µV/m

Interface to computer : SD card interface

6.1 Results

Measurements were taken off the coast of Port Alfred,

Eastern Cape, South Africa. These included five drifts
over sand, over sandstone reefs, “deep sea” drifts at 30 m

with the sea bottom at 70 m, to measure electric potentials
without divers, and 27 dives with a varying number of

divers. Two typical recordings are discussed.

Figure 6 shows the electric field measurements and

frequency response taken during a drift 5.6 Nauti-
cal Miles (NM) off the coast with the recording system

hanging from a buoy at 30 m with the sea floor at 70 m.

The first 2.5 minutes show electrical activity after the
recording system was dropped into the water, probably due

to its movement through the water to 30 m and its close

proximity to the boat. The spectral power density analysis
is calculated relative to the maximum signal recorded and

was plotted to -120 db(max) to indicate the noise floor of
the recording system.
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Figure 6: Recordings from an open water drift: depth 30 m, sea bottom at 70 m

Figure 7: A large pulse measured during the open water drift

Figure 7 shows an expanded section of the large pulse

at about 19 minutes. No definite theory is offered for
this signal but observations of the buoy changing direction

at approximately that time, during the drift, suggest that

the measurement system passed through opposing currents
with change in water temperature.

Figure 8 shows an expanded section of another pulse,

at about 28 minutes, which is typical of measurements

taken during most of the drifts and dives recorded off
Port Alfred. Interestingly this pulse is almost the same

as a pulse recorded by Sanford et al. [9] which Sanford

suggested could have been caused by a “marine mammal
disturbance” although this was not actually observed.

These pulses have been recorded during dives where no

interaction with marine life was observed and the author
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Figure 8: A typical signal measured during an open water drift

Figure 9: A typical quiet section recorded during open water drift

believes that this maybe related to the system passing

through thermoclines or water bodies with dissimilar
properties.

Figure 9 shows a “quiet” section during the drift
with signals below 50 µV/m being measured with no

distinctive signals. The spikes seen at regular intervals
from about 0.8 Hz are due the sampling rates of the

analogue-to-digital converter and the switching frequency

of the chopper-stabilised amplifiers. This noise can
be removed, if necessary, during analysis as the peaks

are at known frequencies. The low frequency content,

below 0.5 Hz, can be explained by the swell and wave
action that was present, and is always present, while the

measurements were being taken.
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Figure 10: Measurements taken during a dive with up to twelve divers

Figure 11: The frequency spectra measured, with and without other drivers near the recording system, during a dive

Figure 10 shows measurements during a dive with a group

of 12 divers showing the recorded voltages, the dive profile

and the frequency spectrum. Initially the recording system
was amongst the divers and at about 15 minutes was moved

away from the group and towed at a minimum distance of
5 m from the group. The group was rejoined at 35 minutes

for the ascent. From the measurements it appears that

groups of divers radiate electric signals into the water at

frequencies and amplitudes well within the sharks’ sensory

range.

In Figure 11 the frequency spectrum of the measurements

with and without other divers in the vicinity of the
recording system are compared. It should be noted that

the scales of the two plots are not comparable as the
frequency power density (db(max)) is calculated with the
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maximum signal in the section being analysed, as with

this method it is easier to visualise the frequency spectrum

where there are large variations in the voltages being
measured. The plots do show, however, that there are

more lower frequencies signals produced by a group of

divers, in the range DC to 0.5 Hz, as opposed to those
produced by a single diver. None of the divers were using

any electronic equipment, other than dive computers, and

the signals were produced by passive sources such as air
cylinders, buoyancy compensators, breathing systems and

their bodies.

7. DISCUSSION

One of the problems of analysing the measurements is
the separation of far-field events, such as those caused

by wave action and ionospheric events, and near-field

events, such as diving equipment. The elasmobranchii
have adapted to live with the considerable natural electric

noise in the sea but do react to near-field disturbances such

as camera strobe flashes [1]. One of the solutions is a
remote reference system as used by Crona et al. [8] where

common signals can be removed and only the remaining

signals studied. In Crona’s case the reference system was
placed 1.8 km from the measurement system. This is not a

feasible option for a system designed to accompany a diver
on many dives at many dive sites. The elasmobranchii also

do not have the option of a remote reference and seem

to be able to distinguish between near-field and far-field
events. It is possible that their “sensor arrays” enable them

to ignore far-field events and work by Sisneros [25] and

Tricas [26] may provide more information that may be
used in the analysis of the measurements.

8. CONCLUSION

The design of, and the results obtained from, an underwater

recording system to measure the electric potentials in sea

water has been presented. The system has three channels
with an input range is ±18 mV/m, a frequency range of

0.1 - 10 Hz at 64 samples/sec, a resolution of 24 bits and

a noise floor of less than ±30 µV/m. The system was
designed to be “towed” by a diver and record all the electric

potentials produced by divers and their equipment during
dives one hour. Laboratory results show distinct changes

in both the amplitude and the frequency content of the

measured potentials from both a strobe flash and a video
camera. Measurements in the sea, both drifts and dives,

show a surprisingly electrically noisy environment with

some unexplained phenomena. The results also show large
changes in both the amplitude and the frequency content in

the electric potentials when a group of divers is compared

to a single diver towing the recording system.
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Abstract: Corona is the partial breakdown of air in a divergent electric field and is particularly evident
around high voltage equipment. Air comprises of nitrogen and oxygen and the corona process involves
many complex phenomena including ionisation, attachment and excitation and the interaction of the
ions and excited molecules generated by these phenomena. A particular state of excited molecular
oxygen, singlet oxygen, has the characteristic that it remains excited for a relatively long period of
time. Singlet oxygen plays a role in the detachment of electrons from the negative oxygen ions and its
role in corona discharges has been accounted for through theory and models, but due to the difficulties
of measurement of the singlet oxygen, the influence it does have on corona discharges is not entirely
clear. On this basis the gas processes associated with the corona discharge in air have been explored,
where a Boltzmann equation solver, the electron energy distribution function, transport coefficient and
Townsend coefficients are used to understand the phenomena and provide input to a gas discharge
model, where the gases are representing as species in a drift-diffusion model. The model indicates the
presence of negative ions and singlet oxygen, but clearly illustrates how the space charge plays the
critical role in positive corona due to the collapse of the electric field. An experiment that involved
altering the environment with air-flow produced an unexpected result in the positive onset streamers
where the repetition rate changed considerably, initially it was thought that this was due to the removal
of singlet oxygen. In an effort to determine if their was a relationship between repetition rate and
singlet oxygen, experiments detecting the emission from singlet oxygen and exciting oxygen through
a laser were undertaken. There was no evidence to suggest that the repetition rate of the positive
onset streamers could be related to singlet oxygen. There were no emissions detected from various
configurations, whilst visible corona was clearly seen. The experiment where laser induced excitation
showed no change in repetition rate. It could be inferred that a relationship between repetition rate and
that the detachment due to negative ions and singlet oxygen is not a dominant process in the corona
discharge.

Key words: Corona, Positive onset streamers, Space charge, Singlet oxygen

1. INTRODUCTION

Corona in air is the partial breakdown of the gas in
a sufficiently high electric field. For high voltage
engineerings it is responsible for audio and radio
interference and is a sign of poorly designed or degraded
hardware or materials.

Air is predominantly made up of nitrogen and oxygen and
corona occurring in air involves many complex phenomena
including the production of space charge and excited
molecular states of its constituents. Oxygen itself is an
electronegative gas and has the ability to attach electrons.
In the discharge process these phenomena combine to
influence the electric field and the production of secondary
electrons give corona its distinctive modes [1].

Positive corona involves electrons that are produced
by natural means and move towards the high voltage
electrode. This causes a number of reactions including
ionisation, attachment and excitation and a subsequent
collapse of the electric field. The process can only
begin again when the space charge dissipates [1, 2].
The main difference with negative corona is that in
negative corona the electrons are emitted upon positive

ion bombardment with the electrode producing a supply
of seed electrons are responsible for the repetitive nature
of Trichel pulses, whereas positive corona has no such
measurable mechanism to produce such seed electrons [1,
2].

Singlet oxygen, O2(a1∆g), is the lowest electronic excited
state of oxygen and it has the characteristic that it remains
in the excited state for a relatively long amount of time.
Lowke proposed in his work that the singlet oxygen has a
dominant role in the pre-breakdown corona and streamer
process because of its ability to detach electrons from
negative ions as given by the reaction [3, 4]:

O−
2 +O2(a1∆g) = 2O2 + e (1)

An initial experiment was performed in [5] where the
application of airflow to a point plane gap initially
intended to alter the space charge produced an interested
phenomena, where the low speed airflow significantly
changed the repetition rate of positive onset streamers.
This did not seem consistent with theory and considering
the reaction in Equation (1), it was hypothesised that the
removal of singlet oxygen was responsible [5].
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The paper covers the investigation into the phenomena
beginning with the physics of the mechanism, the
modelling of the positive corona process and the
experiments to ascertain if there is any influence of singlet
oxygen on the repetitive nature of positive corona.

2. CORONA IN AIR

The fundamentals of the gas discharge are presented in
this section where the basics of deriving the Townsend and
transport coefficients is key to understanding the following
sections.

2.1 Collisional Cross-Sections

Molecules in a gas are in constant random motion and
are constantly colliding with other molecules leading
to a distribution of velocity or energy given by the
Maxwell-Boltzmann distribution [6]:

f (v) =
(

m
2πkBT

) 1
2

exp
(
− mv2

i
2kBT

)
(2)

Where:

m = Mass of the particle [g]
kB = Boltzmann’s constant
T = Temperature [K]
vi = Velocity of particle [m.s−1]

Applying an external influence such as change in
temperature or an electric field (Lorentz force) would alter
this distribution.

All of the collisional reactions (elastic and inelastic) are
based on a probability phenomenon related to the energy
(or velocity) of an electron and a collisional cross-section,
σ, for each type of reaction [6].

The collisional cross-sections for nitrogen and oxygen are
illustrated in Figure 1 and Figure 2. The cross-sections
are based on the data collated by Itikawa [7–10]. The
figure illustrates only the momentum, electronic excitation
and ionisation cross sections. The data from the LXcat
database, which is used for Bolsig+, is similar [11, 12].

It is evident that for an electron with any given energy
that there are a number of reactions that could take place
where the most likely is the momentum collision for the
whole range of energies. As the electron energy increases
the ionisation cross-section tends towards the momentum
cross-section. There are multiple excited states of nitrogen,
which act as energy sinks and is the reason it is often
considered a good insulator, as these excited states retard
the growth of a streamer. There are fewer excited states
for oxygen when compared with nitrogen, there is however
the additional attachment cross-section. It is evident that
attachment is in a lower energy region of the graph when
compared to the ionisation. Importantly singlet oxygen,
a1∆g, has a cross-section that is spread over a wide range
of energies.
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Figure 1: Collisional cross sections of nitrogen
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Figure 2: Collisional cross sections of oxygen

2.2 Townsend and Transport Coefficients

The Townsend and transport coefficients (mobility and
diffusion) are derived from the cross-sections through the
Boltzmann equation solver, Bolsig+ [13].

The Townsend coefficients and mean energy for an applied
electric field are illustrated in Figure 3. The coefficients
match well with published data [14]. It is seen that
singlet oxygen has a relatively high Townsend coefficient
indicating that singlet oxygen will be produced for wide
range of applied electric fields. For a phenomena such
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as corona where there is a non-linear electric field this
indicates the singlet oxygen will be produced over the
entire region.
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Figure 3: Townsend coefficients and mean electron energy for an
applied electric field

2.3 Positive Corona

Positive corona is initiated by electrons that are freed due
to natural processes in the air. The electron avalanche
develops towards the electrode in an increasing electric
field. The highest ionisation activity occurs near the
conductor surface where the electric field is the highest
[1, 2]. Clouds of space charge are formed which consist
of mostly positive ions near the conductor and relatively
small amounts negative ions away from the conductor as
electrons are neutralised closer to the conductor. These
space charge clouds modify the electric field and the
discharge development leading to the modes of corona
including Burst Corona, Onset Streamer, Positive Corona
and Breakdown Streamer [1, 2].
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Figure 4: Positive corona

Burst corona occurs at the onset of positive corona where
electrons lose their energy due to ionisation activities
before they get absorbed by the conductor. The discharge
directs radially outwards from the electrode. Positive
ion space charge cloud is formed around the conductor
which suppresses the discharge. The spread of electrons
then moves to another part of the conductor. As the
ionisation spreads around the conductor and is suppressed
by the space charge cloud a positive corona current pulse
is produced [1, 2].

Onset streamers result from radial development of the
discharge. A large amount of positive ion space charge is
left behind by electron avalanches and this space charge
cloud enhances the electric field away from conductor,
causing successive avalanches. The positive ion space
charge cloud created from the avalanches reduces the
electric field near the conductor surface and suppresses
the streamer. When the space charge cloud is cleared,
the original field is restored and the cycle repeats itself.
The onset streamers have a pulse amplitude from a few
milliamps to a few hundred milliamps, and the repetition
rate increases with the voltage up to a critical point
where it is then suppressed by the negative charge and
the mode changes to glow. Positive onset streamers are
the main source of radio interference and audio noise on
transmission lines [1, 2]. The typical measured positive
onset streamer pulse is illustrated in Figure 5.
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Figure 5: Positive onset streamer

Positive glow corona does not have a pulsating nature
and occurs under a particular condition of production and
removal of positive ions, where the field distribution allows
for the rapid removal of positive ions while not allowing
for the development of discharges and streamers. Glow
corona manifests itself as a thin luminous layer over the
conductor surface, where the discharge current is a direct
current with a small superimposed pulsating current with a
high repetition rate [1, 2].

Positive breakdown streamers are similar to onset
streamers but extend further into the gap and lead to
breakdown of the gap. The streamer current and repetition
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rate are higher than onset streamers [1, 2].

3. MODELLING

The fluid model of a gas discharge is considered the most
appropriate and successfully applied method to model the
gas discharge.

Morrow et al proposed the use of the flux corrected
transport algorithm (initially described by Boris and Book)
as a numerical solution to the flow of charged particles in
a gaseous system [15–19]. Morrow and Lowke applied the
algorithm to the modelling of a streamer [15].

Shim et al further built on the FDM FCT methods for a
two dimensional analysis of needle plane corona [20]. The
finite difference schemes used in FCT however limit the
shape of the grid, limit the type of complex geometries
expected in discharges and can be computationally
expensive. Georghiou et al proposed an improved finite
element FCT method [21] and continued to implement
it for various cases including the modelling of the gas
discharge in two dimensions and investigating the role
of photoionisation [22, 23]. Sattari et al have developed
finite element methods to investigate Trichel pulses [24].
Deng et al have modelled the Trichel pulse under air flow
conditions in two dimensions and successfully illustrated
the influence the air flow on the space charge by showing
that there was a decrease in repetition rate of Trichel
pulses for 18 m.s−1 illustrate the effect of shifting the
space charge [25]. The commercial package COMSOL
Multiphysics� has become more popular in solving the
drift diffusion equations and has been applied to gas
discharges. Kim et al have investigated the breakdown
voltage in air using COMSOL Multiphysics� [26]. Tran
et al have investigated negative discharges in air with and
without a dielectric barrier. The use of the fluid equations
through COMSOL Multiphysics� in investigating surface
charges on a dielectric barrier found good correlation
with experiments [27]. Recently Zhuang and Zeng
have developed a local discontinuous Galerkin method
that combines the advantages of finite volume and finite
element stating that it is a compact, local conservative and
high order accurate method [28].

The FCT methods extend further into other research areas.
Liu and Pasko, for example, have used similar algorithms
to model positive and negative streamers that originate
from quasi-static electric fields developed during lightning
activity [29].

Whilst the authors have concentrated on negative corona
and Trichel pulse, apart from the work done on positive
glow by Morrow [15, 30], positive corona a modest
presence in literature, possibly due to the unknown
mechanisms that lead to initiation and possibly due to
the space charge and electric field calculations for the
discharge model.

The key to understanding the influence of singlet oxygen
is to illustrate and understand the physical phenomena in

positive corona using the information from the solution of
the Boltzmann equation and as such the 1.5D FDM model
is considered sufficient.

3.1 Drift-Diffusion Model

The gas discharge is modelled using the drift-diffusion
equations, where there are four species electrons, positive
ions, negative ions and singlet oxygen. It is possible to
extend this to any of the excited species but not necessary
for the work here. The continuity equations written for the
species in one dimension are given by [15–17, 19]:

∂Ne

∂t
=S+Neα|�ve|−Neη|�ve|−NeNpβ

− ∂(Ne�ve)

∂z
+

∂
∂z

(
De

∂2Ne

∂z2

)
(3)

∂Np

∂t
=S+Neα|�ve|−NeNpβ−NnNpβ

− ∂(Np�vp)

∂z
+

∂
∂z

(
Dp

∂2Np

∂z2

)
(4)

∂Nn

∂t
=Neη|�ve|−NnNpβ−NnNokd

− ∂(Nn�vn)

∂z
+

∂
∂z

(
Dn

∂2Nn

∂z2

)
(5)

∂No

∂t
= Neψ|�ve|−NnNokd −NoNO2kq (6)

Where:

Nx = Number densities of electrons, positive ions,
negative ions and singlet oxygen [cm−3]

NO2 = Number density of oxygen [cm−3]
�vx = Velocities of electrons, negative ions

and positive ions [cm.s−1]
α = Ionisation coefficient [cm−1]
η = Attachment coefficient [cm−1]
ψ = Singlet oxygen coefficient [cm−1]
S = Photoionisation term [cm−3.s−1]
β = Recombination coefficient [cm3.s−1]
Dx = Diffusion coefficient [cm2.s−1]
kd = Detachment rate coefficient [cm3.s−1]
kq = Quenching rate coefficient [cm3.s−1]

3.2 Photoionisation

A model of photoionisation was developed by Penny
and Hummert, where they related the number of
photo-electrons produced to the number of ionisation
events [31]. They showed that the photoionisation events
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are dependent on the pressure and distance from the
discharge with a function given by [31].

φ =
NP

ND
θPD (7)

Where:

ND = Number of ion pairs produced per second
NP = Number of photon pairs produced per second
PD = Pressure distance relationship [cm torr]
θ = Angle subtended by volume

The physical model for photoionisation was developed by
Zheleznyak et al [32] partially based on the data, where the
model was based on the assumption that excited nitrogen
atoms will emit in the region of 98 - 102.5 nm which
is absorbed by oxygen with an ionisation threshold of
102.4 nm and this leads to photoionisation. The rate
of photoionisation is dependent on the absorption of the
emission and as such the partial pressure of oxygen [23,
32, 33]. Kulikovsky implemented a photoionisation model
based on the the Zheleznyak model, where the number
of electron-ion pairs produced per second in incremental
volume dV1 due to ionisation events in volume dV2 is given
by [33]:

S(dV1,dV2)�
I(dV2) f (r)

4πr2 dV2 (8)

I(dV2) = ξ
Pq

P+Pq
αNe

dx
dt

(9)

f (r) =
exp(−χminPO2r)− exp(−χmaxPO2r)

r log(χmax/χmin)
(10)

Where:

r = Distance between volumes dV1 and dV2
P = Pressure [760 torr]
Pq = Quenching pressure [30 torr]
PO2 = Partial pressure of oxygen [22%P]
χmax,min = Absorption coefficients of O2 [cm−1.torr−1]

Pancheshnyi et al investigated the role of background
ionisation and indicated that this background ionisation
can be neglected when the photoionisation is included [34].

3.3 Electric Field

The electric field is solved through Poisson’s equation,
which describes the potential at a point [35]:

∇2φ =−qe

ε0
(Np +Nn +Ne) (11)

Poisson’s equation is solved with number densities set to 0
to obtain the Laplacian electric field EL.

Davies stated that the using a uniform or cylindrical form
of Poisson’s equation overestimates the influence of the
space charge on the electric field, as the discharge is only
limited to a channel. A solution using disc’s of space
charge is that takes account of the radius of the channel ,r,
is proposed where the Poissonian axial field at point along
the axis is given by [19, 36, 37]:

E(x) =
1

2ε0

∫ 0

−x
ρ(x+ x′)

[
−1− x′√

x′2 + r2

]
dx′

+
∫ d−x

0
ρ(x+ x′)

[
1− x′√

x′2 + r2

]
dx′ (12)

The total field is then the sum of the Laplacian and
Poissonian electric fields:

E = EL +EP (13)

3.4 Circuit Current

Sato applied this concept to the movement of space charge
in gas discharges and Morrow subsequently completed it
to the form given by [38, 39]:

I(t) =πr2 qe

VA

∫ d

0
(Npvp −Nnvn −Neve

+
∂2DNe

∂2x
)ELdx (14)

This form is however incomplete when relating it to the
circuit as this current will affect the voltage applied to the
test device [40]. The voltage applied to the test device is
given by:

VA = I(t)R− 1
C

∫
I(t)dt (15)

3.5 Results

The parameters used in the model are listed in Table 1.

An initial plasma number density is applied to the system,
which gives a peak electron and positive ion density of
0.9995 cm−3 at 0.02 cm.

Ni = exp(−(x+dx)2) (16)

The circuit current is illustrated in Figure 6 and it is
followed by the pre-current pulse development of the
electric field in Figure 7 and space charge in Figure 8 as
well as the post current pulse development of the electric
field in Figure 9 and space charge in Figure 10. The
Laplacian Field refers to the electric field with no space
charge and the Space Charge Field refers to the electric
field determined only by the space charge. The Total Field
is the sum of the two.
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Table 1: Input parameters for positive corona model
Parameter/coefficient Symbol Value
Pressure P 760 torr
Temperature T 20 ◦C
Anode radius r 0.02 cm
Electrode spacing d 2.5 cm
Grid size Ng 800
Grid spacing dx 0.03 cm
Time step dt 1×10−12

Secondary ionisation γ 0.01
Recombination β 2×10−7

Detachment kd 2×10−10

Quenching kq 2×10−18

Mobility of positive ion µp 2.34 cm2/V/s
Mobility of negative ion µn 2.7 cm2/V/s
Diffusion of positive ion Dp 5×10−2 cm2/s
Diffusion of negative ion Dn 5×10−2 cm2/s
Applied voltage Va 9 kV

It is clear that the in the process the role played by
the positive ions far greater than the negative ions.
The positive ions are generated rapidly at the electrode
reaching a peak density of 2.4 × 1013 cm−3 after 30 ns,
with the fast moving electrons at less than half this density
after 50 ns. It is clear from Figure 7 that this distorts
the field considerably causing a complete collapse near
the electrode and a peak away from the electrode. This
peak causes the streamer to propagate into the gap and
the collapse prevents activity in the region close to the
electrode. There will be no more ionisation activity until
this space charge clears.
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Figure 6: Circuit current for 250 µs

Following the distortion of the field in the initial pulse,
the field recovers slowly. The densities of the species
decrease due to the activities that occur where the field
has collapsed including recombination of positive ions and
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Figure 7: Electric field over 50 µs

electrons, recombination of negative ions, and detachment
of electrons from the reaction of negative ions and singlet
oxygen. There is no drift velocity as there is no electric
field and as such the normal Townsend generation of
species due to electron collision does not exist. While there
is some value in the process, it is thought that the 1.5D
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model is limited in this respect.

The oscillations seen at B occur only for the negative
ions for the positive corona. These are thought to be
numerical errors due to the recombination of positive and
negative ions and to the reaction of negative ions and

singlet oxygen.

Singlet oxygen is generated within the region close to the
cathode. After 4000 ns there is a peak singlet oxygen
density of 8.5 × 1012 cm3s−1 and a peak negative ion
density of 3.92 × 1010 cm3s−1. With a neutral density
of 2.5 × 1025 cm−3 and a quenching rate of 2 × 10−18

cm3.s−1, the expected emission is 4.25×1011 photons per
cm3 per nanosecond. The emission is slightly higher than
that of negative corona it is however localised around the
anode.

0

20

40

60

80

100

150ns

0

20

40

60

80

100

250ns

0

20

40

60

80

100

E
le
ct
ri
c
F
ie
ld

(k
V
.c
m

−
1
)

1000ns

0 0.5 1 1.5 2 2.5
0

20

40

60

80

100

Distance (cm)

4000ns

Laplacian Field Total Field

Space Charge Field

Figure 9: Electric field over the 4000 µs

To illustrate the argument Figure 11 overlays the negative
ion and singlet oxygen densities at 4000 ns by the
detached electrons considering a detachment rate of 2×
10−7 cm3.s−1 for the reaction between negative ions and
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Figure 10: Number densities of species over 4000 µs

singlet oxygen. This is slightly misleading as the negative
ion and singlet oxygen densities are not constant over time
and still decreasing, however, there is value in identifying
that electrons are released. There is a peak rate of 2.55×
107 cm3.ns−1 at the anode and while this is a significant
number, these electrons may be absorbed before impacting
on the streamer. The rapid decline of detached electrons
rate is clear in the plot and critical in extracting the
influence of singlet oxygen. A higher density would be
expected to initiate the streamer process, however the rate
of 2.23 cm−3.ns−1 where α = η for the initial electric field
illustrates that there may be a small correlation between
the positive streamer and the singlet oxygen density should
the field recover to its initial state. It is clear that the space
charge is dominant and it takes a significant amount of time

to recover, in that time electrons may be formed by other
means leaving those generated by singlet oxygen relatively
insignificant. A number of experiments are undertaken in
the next section to understand the significance.

0 0.5 1 1.5 2 2.5
10−2

102

106

1010

1014

Distance (cm)

N
u
m
b
er

D
en

si
ty

(c
m

−
3
)

Negative Ions Singlet Oxygen

10−20

10−13

10−6

101

108

D
et
a
ch
ed

E
le
ct
ro
n
s
(c
m

−
3
.n
s−

1
)

2.23 cm−3.ns−1 @ 0.060625 cm & α = η

Figure 11: Negative ions and singlet oxygen densities overlaid
by detached electrons

4. EXPERIMENTS

The experiment consisted of a point-plane configuration
excited by a 50 kV DC source as shown in Figure
12. The point provided the necessary sharp electric field
to produce positive onset streamers. The measurement
system consisted of a voltage measured across a resistor
below the second electrode. Gauss’ law states that the
measurement that the surface charge of the electrode will
change according to the space charge inside of it [41].

itotal

Lsource

0− 50 kV2.285nF 1400MΩ

HVDC Generator

Vc Vd

σ−

σ+

v=itotalR

Figure 12: Experimental arrangement

4.1 Air Flow

The experiment was performed at the the high voltage
laboratory at the University of the Witwatersrand which is
located at an altitude of 1700 m. The experimental setup is
illustrated in Figure 13 where a slow non-turbulent airflow
of 5 m.s−1 was applied to the configuration. This is a
continuation of the initial work in reference [5], where the
hypothesis was formed.

The results in Figure 14 illustrate the approximate regions
of burst, onset streamer and glow corona for the point plane
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Figure 14: Measurement positive corona for airflow

experiment. It is evident that the air flow had an influence
on the nature (and mode) of the corona, where initially
the onset streamers increased in repetition rate and then
sharply decreased in repetition rate. The average peak
current was consistently higher for the air flow condition
for all the applied voltages. The average peak current is
dependent on the movement of the space charge and any
small shift would cause the peak current to change slightly,
which is evident in Figure 14.

The repetition rate of onset streamers are related to the
collapse of the electric field at the conductor due to the
positive space charge and the recovery due to the removal
of the positive space charge [1], any influence on this
space charge should theoretically result in an increase in
the repetition rate as the field is restored faster. The results
under air flow conditions were partially inconsistent with
this theory.

The fact that the average peak current has a relatively small
deviation and the repetition rate has a large deviation lends
credibility to the hypothesis that singlet oxygen may be a
source of seed electrons and be related to the repetition rate
of the onset streamers. The detachment of electrons from
negative ions would be dependent on both the density of
negative ions and singlet oxygen and the slow moving air
removes the singlet oxygen from the system and does not

allow it to build up. Referring to the modelling of positive
corona the densities of singlet oxygen and negative ions
may not be large enough to react and produce sufficient
seed electrons away from the anode to be the dominant
process.

4.2 Infrared Detection

The purpose of the experiment was to measure a singlet
oxygen emission and relate that to the repetition rate of
positive onset streamers. Any relationship would indicate
that it is a measurable and significant process.

The emissions of singlet oxygen due to the transition from
singlet state to ground state or due to the dimol emission
are given respectively by [42]:

O2 +O2(a1∆g) = 2O2 +hν(1270nm)

O2(a1∆g)+O2(a1∆g) = 2O2 +hν(634nm)

Considering the Grum and Costa investigation into the
spectral emission of corona [43]:

• 200-500 nm is the dominant region of emission with
peaks at 337 nm and 358 nm due to transitions of
nitrogen. This region of emissions have since been
used as a basis for investigating corona on high
voltage equipment [44].

• 400-600 nm where the peaks in the region of 400 nm
are around 12.5% of the peaks in the UV region.

• 600-900 nm where the emissions are the lowest.
There is activity around the 630-650 nm region,
however there is no distinct peak in the region.

This as well as being the only emission in the region
informed the decision to measure 1270 nm. The 1270 nm
emission was investigated with an InGaAs pin photodiode
as a detector [45]. Importantly the photosensitivity of the
photodiode lies in the range of 900 nm to 1700 nm making
it the optimal diode to detect the photo luminescence
of singlet oxygen. As the only expected emission from
corona in this region is from singlet oxygen, the use of a
filter is deemed unnecessary. The use of the photodiode
over a photomultiplier tube was due to the saturation of the
latter in the presence of an electric field.

1270 nm

Focusing Lens

Charge

Amplifier

Power

Supply

Digital Os-

cilloscope
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Figure 15: Experimental arrangement
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The experiment was setup as illustrated in Figure 15
Figure 16 illustrates the optical emissions of the point
plane gap in the visible region, where the extension
of the onset streamers was approximately 1 cm from
the anode surface. The infrared measurement system
produced no detectable emissions from singlet oxygen,
which could have been due to the weak emissions or due
to detector sensitivity. The long lifetime of singlet oxygen
does not assist with detection even if the densities are
high. It has been noted that detection of singlet oxygen
has been a difficult measurement to make in numerous
fields including chemical and medical fields where more
sensitive photomultiplier tubes have been used to detect
it [46, 47].

Figure 16: Onset streamer

4.3 Laser Excitation

The aim of the experiment was to determine the
contribution of the singlet oxygen in the positive onset
streamer by using a laser to excite the oxygen and
observing the changes in waveform and repetition rate
of the positive onset streamers. The advantage of this
excitation due to the laser is that it isolates singlet oxygen
and should have no effect on the space charge.

The Beer Lambert law relates the absorption capabilities
of the material to the light and is given by [48]:

I = I0 exp(−σNx) (17)

Where:

I = Intensity
I0 = Initial intensity
σ = Absorption cross-section
N = Number density of the neutral
x = Thickness of material

At 1.27 µm and 1.06 µm with peak cross sections of 2.52
×10−26 and 0.717 ×10−26 cm2.molecule−1 for a mixture
of 21% O2 and 79% N2 at 20 ◦C and at an altitude of 1400
m; the intensity after 1 cm is 0.59I0 and 0.86I0 for 1.27 µm
and 1.06 µm respectively [49].

Jockusch et al have shown that oxygen is directly excitable
through the use of an Nd:YAG laser with a wavelength of

1064 nm where the expected processes related to singlet
oxygen include [46]:

The excitation process is [46]:
[

3Σ−
g (ν = 0)

]
+hν1064nm →

[
1∆g(ν = 1)

]

The emission processes are [46]:
[

1∆g(ν = 1)
]

→
[

1∆g(ν = 0)
]
+heat[

1∆g(ν = 0)
]

→
[

3Σ−
g (ν = 0)

]
+hν1270nm

The experiments were performed at the National Laser
Centre at the CSIR at an altitude of 1400 m with a
setup as illustrated in Figure 17. The laser was aimed
approximately 1 cm below the electrode and each laser
pulse had a 10 Hz frequency, a width of 10-20 ns, a beam
diameter of 1cm (unfocused) and an energy of 118 mJ or
800 mJ.
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Figure 17: Experimental arrangement
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Figure 18: Measurement of positive corona for laser excitation

The repetition rate for positive onset streamers under
normal conditions and for when the laser was fired in at
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118 mJ and 800 mJ are illustrated in Figure ??. There
are some differences at lower applied voltages, but tend to
converge from 40 kV. Below 40 kV it was difficult to define
the corona as onset streamers as it was inconsistent and it
has been defined as burst corona. It is not evident that any
singlet oxygen produced had an influence on the repetition
rate of corona. The modelling illustrated that the singlet
oxygen and negative ions produce high densities close to
the anode, but are not produced further away where the
reaction between negative ions and singlet oxygen does
occur but is significantly less (Figure 11). It is felt by
the author that the lack of negative ions in the region as
shown by the modelling is critical, it is also evident that in
the region where there are high densities of both negative
ions and singlet oxygen, the ionisation, attachment and
photoionisation mechanisms would be dominant.

5. CONCLUSION

The theory behind corona in air indicates that there are
multiple excited states of its constituents. These excited
states do play a role in the process, particularly where the
energy of photons emitted from the excited molecules is
high. The role of singlet oxygen was less well understood
due to its low energy level and its secondary role of
contributing to the production of seed electrons.

The modelling indicated that the influence of space charge
on the collapse of the field for positive corona is the critical
component of the pulse formation and duration. The
model indicated that there is a presence of singlet oxygen,
however the role it plays may be insignificant to that of the
space charge.

The experiments investigated the role of singlet oxygen
and illustrated that it is not a contributing factor to the
positive onset streamers. This is inferred from the fact that

• The airflow influenced the removal of space charge
and altered the repetition rate of positive onset
streamers. The mode is pushed towards that of
positive glow.

• The emission from singlet oxygen at 1270 nm was not
detectable, both due to the low emission from singlet
oxygen and sensitivity of the photodiode.

• The repetition rate does not change when oxygen is
directly excited in the system through the use of a
laser.

It is concluded that singlet oxygen plays no distinguishable
role in the repetition rate of positive onset streamers as the
production of seed electrons is minimal.
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Abstract: This paper addresses and illustrates, both analytically as well as by means of simulation,
the equivalence of a cyclically rotated complete complementary coded (CRCCC) code division
multiple access orthogonal frequency division multiplexed (CDMA-OFDM) BPSK/QPSK system
and a narrowband uncoded BPSK/QPSK reference system. The equivalence can be attributed to
the MUI-free characteristic performance of CRCCCs. It is demonstrated that when employed in a
multiple-input multiple-output (MIMO) antenna configuration along with orthogonal space-time block
codes (OSTBCs), the maximum theoretical diversity order of NT xNRx is achieved. Most significantly,
simulations show that CDMA-OFDM using CRCCCs is capable of rendering additional multipath
diversity gain at no additional processing cost. This signifies improved performance when compared
with conventional ST-OFDM systems.

Key words: CRCCC, OSTFBC, STF-CDMA-OFDM, diversity, multi-user-interference (MUI) free,
multiple-access (MA)

1. INTRODUCTION

In the process of striving to achieve higher data rates
and improved performance within limited bandwidth,
engineers are often forced to employ new combinations
of well established techniques to meet the said objectives.
One example of the latter is the use of multiple-input
multiple-output (MIMO) techniques that have emerged
to become pivotal in meeting the capacity demands
of modern wireless cellular networks. By employing
multiple antennas using MIMO principles, additional
spatial degrees of freedom have been added to existing
already saturated temporal, frequency and coded (spread)
diversity domains. Although this may seem to have
provided much needed relief to the improved capacity
demand, it introduced a number of new challenges. In its
infancy MIMO promised remarkable increases in capacity
[1]. Unfortunately this was obtained at the cost of
exceedingly complex detection algorithms under idealistic
operating conditions. However, the Bell Labs layered
space-time (BLAST) architecture did indeed demonstrate
that it was possible to achieve the predicted capacity [2].
On the other hand, it was shown that it is possible to
achieve transmit diversity while maintaining a remarkably
simple linear receiver structure [3]. Further investigation
into this field spawned the use of space-time coding,
and more specifically, orthogonal space-time block codes
(OSTBC) [4]. One major conclusion from these studies is
that capacity and diversity are irreconcilable gains offered
by MIMO.

The introduction of multiple antennas has done nothing to
address the pressing concerns of multiple users in modern
wireless cellular networks. With the roll-out of fourth
generation (4G) networks, orthogonal frequency division
multiple access (OFDMA) emerged as a technology of

the future. OFDM is primarily favoured as the preferred
modulation scheme, because of the reduced complexity
offered by the use of the Fast Fourier Transform (FFT)
algorithm. The FFT has been combined with space-time
block codes (STBC) resulting in ST-OFDM [4], and
application of OFDMA to this scenario is one solution.

Another approach is to use code division multiple access
(CDMA) along with OFDM [5]. This combination will
henceforth be referred to as space-time-frequency-(spread)
CDMA-OFDM (STF-CDMA-OFDM). Historically
CDMA alone is not favoured due to its inability to scale
and its suboptimal performance in third generation
networks. The latter can be primarily attributed
to oversimplified choices of non-perfect suboptimal
(Gold and Walsh-Hadamard) spreading (channelisation)
sequences in present CDMA systems. The latter set of
sequences hardly possess acceptable autocorrelation (AC)
properties, while their cross-correlation (CC) only produce
zero values at zero relative time shifts, with large sub-peaks
at a distance of as little as ± one sampling interval from the
origin. This narrow zero cross-correlation margin calls for
extremely accurate and stable clock recovery in order to
prevent excessive inter-code and/or multi-user interference
(MUI). This form of distortion is the primary cause of
CDMA performance loss and diminishing processing
gain as a result of non-perfect spreading sequence
design. The maturing of the field led to the reviving of
families of spreading sequences with perfect priodic and
aperiodic cross-correlation and auto-correlation properties
(requirements of super-orthogonality), originally proposed
by Golay [6].

The best results are attained when new innovation is
applied to render remarkable improvements compared to
previous results. A further refinement of the orthogonal
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complete complementary (OCC) codes proposed in
[7] provided a solution to the rate loss and scaling
issue of CDMA orthogonal variable spreading factor
(OVSF) codes. The modified OCC codes are termed
super-orthogonal cyclically rotated complete complemen-
tary codes (CRCCC) [8]. CCC is regarded as ideal
orthogonal codes, in contrast to Walsh-Hadamard or OVSF
codes, whose orthogonality is lost if used in asynchronous
transmission systems, such as uplink channels in a mobile
cellular scenario [8, p236].

This work presents a novel layered [9] modulation scheme
that combines ST-OFDM and super-orthogonal CRCCCs
to achieve transmit diversity. The elegant combination
of these techniques leads to another interesting outcome:
while providing multiple access (MA), the spreading codes
also distribute energy from all symbols over all OFDM
sub-carriers without destroying sub-carrier orthogonality.
The result of this is a triply orthogonal modulator that
achieves transmit diversity, extracts additional multipath
(frequency) diversity and requires only a linear receiver to
achieve maximum likelihood (ML) detection performance
in the presence of fading. It should be emphasized
that the choice of a combination of CDMA and OFDM
was made to yield a multi-layered multi-user interference
(MUI) free multiple-access modulation scheme that
would be particularly robust under fading multipath
channel conditions, as apposed to conventional OFDMA
approaches primarily aimed at achieving maximum
capacity. One typical application of the said modulation
method is the primary control channel of a long distance
surveillance remote piloted vehicle (RPV).

2. SYSTEM MODEL

The proposed system operates by mapping several
independent multi-carrier (MC) CDMA sequences to an
array of antennas according to an OSTBC with maximal
rate. The MC-CDMA sequences are generated by
spreading independent symbol blocks with the same family
of CRCCCs and then multiplexing the resulting sequence
onto orthogonal sub-carriers via the IFFT. Each of these
modulation operations serves a particular purpose in a
wireless communication system. The OFDM allows the
multipath channel to be affectively divided into many flat
faded channels with a significantly reduced complexity.
OSTBCs add a transmit diversity advantage with multiple
antennas with linear detectability. Furthermore, the
CRCCCs provide a means for multiple users to share the
same physical propagation medium without excessive MA
interference (MAI).

2.1 Cyclically rotated complete complementary codes

In order to illustrate the potential of CRCCCs, certain
assumptions must be made. Firstly, the code sequences
must be synchronised in much the same way as
the downlink of a cellular network. Secondly, it
was assumed that the system has perfect timing and
frequency synchronisation, and thirdly, perfect channel
state information (CSI) is available. With this in

mind, consider an OCC code family composed of K
flocks (groups) of sequences, each made of M length N
sequences. Thus, each flock is of length MN. OCC code
families exhibit ideal correlation properties, i.e., the CC
between two flocks for any cyclic chip shift is given by:

Rca,cb [n] =
N−n

∑
i=1

M

∑
j=1

ci, j,ac j, j+n,b = 0 ∀ n, (1)

and the AC of each flock is given by:

Rca,ca [n] =
N−n

∑
i=1

M

∑
j=1

ci, j,ac j, j+n,b =

{
MN n = 0
0 otherwise .

(2)
Rca,cb [n] represents the aperiodic CC between two
complementary sequences, ca and cb. Interestingly, it has
been shown that if a family of complementary sequences
exhibits these ideal properties for aperiodic correlation,
they also exhibit these properties for periodic correlation
[7]. With a classical OCC code family a maximum of K
symbols may be transmitted simultaneously. By imposing
the synchronised code constraint, the symbol rate may be
increased to NK. This is achieved by extending the OCC
code family as follows - Taking the first of K flocks and
cyclically rotating each of the element codes by one chip
period, a new flock is created that maintains orthogonality
with the original parent flock. Repeating the procedure for
each of N−1 remaining chips, a total of N OCC flocks can
be generated from flock one. Extending the procedure to
each of the remaining K − 1 flocks, an OCC family may
be extended to a total of KN flocks of CRCCCs. Finally,
if a super orthogonal complementary code (SOCC) family
is used (i.e., an OCC code family with K=M), the CRCCC
family size equals MN. This implies that MN symbols may
be transmitted simultaneously, i.e., a rate of

R = KN
MN

= 1 symbol/chip (3)

may be achieved, when compared with conventional
MC-CDMA systems, which only provides 1/N sym-
bols/chip. It should be noted that the summation of
CRCCC codes leads to a multilevel signal that affects
the Peak-to-Average Power Ratio (PAPR) of the system.
However, by applying a Generalized Boolean Function
(GBF) approach as described in [10], a considerable
improvement in PAPR can be obtained for our system,
when compared to traditional OFDM systems. When
quadrature phase shift keying (QPSK) is employed as the
underlying digital modulation scheme, a spectral efficiency
of 2 bits/s/Hz may be attained, while maintaining the
bit error probability (BEP) performance of binary phase
shift keying (BPSK) in AWGN [8]. Although the need
for synchronisation of the codes may be a disadvantage,
only the code sequences generated by cyclically rotating a
single flock need to maintain relative synchronism. This
is because the correlation properties of the OCC code
sequences hold for both the periodic and non-periodic
(aperiodic) correlation functions ensuring that the perfect
complete complementary properties of the new family
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of CRCCC sequences are maintained. Therefore, by
assigning an extended flock of CRCCCs to a single user,
it is possible to provide significant increase in rate and
spectral efficiency. The grouping of sequences belonging
to an extended flock is further motivated by the ability
to decode groups of sequences in a single FFT operation.
This is achieved by performing fast correlation according
to:

Rr,c0
k
=

M

∑
m=1

F −1
{

F {r(m)} ·
[
F

{
c0

m,k
}]∗}

, (4)

where F [.] and F −1[.] represents the FFT and IFFT
operations, respectively, (.)* denotes the complex
conjugate and r(m) is the mth sequence of received symbols
corresponding to the mth element code. Each symbol
in the resulting sequence is a sufficient statistic for the
detection of the data transmitted using one of the cyclically
rotated extension sequences corresponding to the decoding
sequence c0

k = [c0
1,k c0

2,k . . . c0
M,k] (i.e., the original parent

code of the CRCCC extended flock). The index of the
decision variable corresponds to the number of cyclic chip
rotations that was performed on the parent flock.

2.2 Space-time orthogonal frequency division multiplex-
ing

The CRCCCs have been shown to perform identical
to BPSK in a single antenna environment [8]. This
is extended to the multi-antenna environment in this
paper, by employing the combination of OSTB and
space-time-frequency OFDM (STF-OFDM). This ap-
proach achieves a diversity order of NT xNRx, i.e., the
product of the number of transmit and receive antennas,
as opposed to a diversity order of NRx in the case of
spatial multiplexing. However, there is a compromise
to be made: spatial multiplexing yields large capacity
gains predicted for multiple antennas when NRx ≥ NT x,
but at the cost of an increase in non-linear detection
complexity. This is normally not applicable to the forward
channel where the mobile mostly uses a single antenna
and also has limited computational resources. OSTBs may
have reduced capacity, but it is due to this reduction that
improved performance is achievable with a single receive
antenna. The maximum rate achievable with OSTBCs is
[9]:

Rmax =
m+1

2m
, (5)

where NT x = 2m− 1 or NT x = 2m. Let N denote the set
of all natural numbers, so that {m ∈ N|m ≤ 8}. Taking
ns blocks of data symbols and performing the modulation
operations common to single antenna systems, produces a
set of vectors

si = ΦWHCdi i = 1,2, . . . ns, (6)

where di is the ith vector of digitally modulated symbols,
C is a matrix with columns formed by the flocks of the
extended CRCCC, W is the discrete Fourier transform
matrix and Φ is a cyclic extension matrix. Taking the

rows of the resulting matrix in (6) and mapping them to
a sequence of matrices,

{s1[n] s2[n] . . .sns [n]}→ {Φ[n]}n =−CP,−CP+1, . . . , NFFT −1, (7)

according to an OSTBC, the triply orthogonal modulation
is completed. This mapping is mathematically equivalent
to mapping the entire OFDM symbols according to the
OSTBC before transmission. The index n represents the
discrete time index of the MC-CDMA sequences, NFFT
is the FFT length (also equal to MN for the system
concerned) and CP is the cyclic prefix length. The
transmitter is depicted in Figure 1 and the receiver in
Figure 2.

Figure 1: The modulation process performed at the transmitter

Figure 2: The demodulation process performed at the receiver

The received symbols are described by

Y[n] =
L

∑
l=0

HlΦ[n− l]+Nσ[n] n = 0,1, . . . , NFFT −1.

(8)

The ith column of Y[n] corresponds to the samples received
at time n during the ith OFDM symbol period (n is relative
to the beginning of the symbol period), Hl is the lth
matrix channel tap value of a length L+1 channel impulse
response, and Nσ[n] is a matrix containing i.i.d. AWGN
samples with zero mean and standard deviation σn. With
this formulation of the received symbols the detection
criterion for the MIMO demapping stage of the receiver
is expressed as:

NFFT−1

∑
n=0

||z[n]−F[n]ŝ[n]||2 , (9)

where,
ŝ[n] =

[
ℜ
[
ŝT [n]

]
ℑ
[
ŝT [n]

]]T
, (10)

z[n] = vec(Z[n]) , (11)

Z[n] =
1√

NFFT

NFFT−1

∑
k=0

Y[k]e− j2π kn
NFFT , (12)
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and

F[n] = [Fa[n] Fb[n]] ,

Fa[n] =
[
vec

(
Ȟ
[
2π n

NFFT

]
A1

)
. . . vec

(
Ȟ
[
2π n

NFFT

]
ANs

)]
,

Fb[n] =
[

j.vec
(

Ȟ
[
2π n

NFFT

]
B1

)
. . . j.vec

(
Ȟ
[
2π n

NFFT

]
BNs

)]
,

Ȟ[ω] = ∑L
l=0 Hle− jωl .

(13)
The symbols ℜ(·) and ℑ(·) represent the real and
imaginary parts and vec(·) is the matrix vectorisation
operator. The sets {Ai} and {Bi} where i = 1,2, . . . , ns
define the OSTBC in such a way that the metric (9) reduces
to:

NFFT−1

∑
n=0

∣∣∣∣ŝ′[n]− ŝ[n]
∣∣∣∣2 , (14)

where

ŝ′[n] =
ℜ{FH [n]z[n]}∣∣∣
∣∣∣Ȟ

[
2π n

NFFT

]∣∣∣
∣∣∣
2 . (15)

This is because of the property of OSTBCs that may be
expressed as,

ℜ
{

FH [n]F[n]
}
=

∣∣∣∣
∣∣∣∣Ȟ

[
2π

n
NFFT

]∣∣∣∣
∣∣∣∣
2

I. (16)

The effect of the OSTBC is to orthogonalise several
MC-CDMA signals spatially. Typically, this technique
would be employed to orthogonalise multiple symbols in
space and in that case multipath diversity will be lost [4].
However, as can be seen from the simulation results, this
is not the case for the proposed system.

3. ANALYTICAL ANALYSIS

3.1 Additive white Gaussian noise

The linear detectability of OSTBC allows the correlation of
the CRCCCs to be decoupled from the spatial channel. The
MIMO detection criterion is applied to the received signal
resulting in the equivalent of ns direct sequence CDMA
received signals of the form

ri = s̃i + ñi i = 1,2, . . . , ns, (17)

where s̃i = Cdi and ñi is the transformed noise vector.
Each of these ns vectors are then in turn correlated with
the CRCCCs using the fast correlation algorithm. This
operation is equivalent to the matched filter (MF) receiver,
traditionally employed for detection in spread-spectrum
systems. It is known that the MF receiver is sub-optimal
due to the non-zero correlation coefficients amongst all
pairs of codes in the family. Fortunately the CRCCCs
do not suffer from this drawback. To illustrate this the
correlation of one of the ns received sequences with one
of the flocks from the parent OCC code is investigated in
the presence of AWGN:

Rri,ck [n] = Rs̃i,ck [n]+Rñi,ck [n] (18)

= dk,iRck,ck [n]+
MN

∑
a=1, a�=k

da,iRca,ck [n]+Rñi,ck [n]

(19)
where ck is the kth flock of the CRCCC and dk,i is the
kth symbol of the ith data block. The first term in
the expression represents the desired symbol (note that
the fast correlation algorithm decodes multiple symbols
simultaneously, but the result is equivalent to correlation
with each flock of the CRCCC individually), the second
term represents the multi-user interference (MUI) due to
CC between pairs of flocks and the third term represents
the noise. Typical CDMA systems incur a performance
penalty because the second term in (19) is non-zero.
However, in our case the expression reduces to,

Rri,ck [0] = MNdk,i +Rñi,ck [0]. (20)

Finally, by dividing by the spreading gain MN in order to
normalise the bit energy, the decision variable is expressed
as.

Dk,i = dk,i +Rñi,ck [0]/MN. (21)

The bit error probability (BEP) for the kth user may be
expressed as,

Pe = 1
2

[
P
(

N
(√

εb,
N0
2

)
> 0

)
+P

(
N

(√
εb,

N0
2

)
< 0

)]

= P
(

N
(√

εb,
N0
2

)
> 0

) ,

(22)
where εb is the bit energy and BPSK modulation is
assumed. The noise term in the decision variable maintains
the original one-sided power spectral density N0 of the
AWGN. The well known BPSK BEP is given by,

Pe = Q

(√
2εb

N0

)
(23)

where Q(·) is the Gaussian Q-function. This expression is
equivalent to that of QPSK in the presence of AWGN.

3.2 Frequency non-selective Rayleigh fading

Equations (21) - (23) illustrate the equivalence of the
CRCCCs and BPSK modulation in the presence of noise.
It stands to reason that the BEP in frequency non-selective
fading would also be equivalent to that of BPSK. Consider
to this end the received signal with fading,

ri = αis̃i + ñi i = 1,2, . . . , ns, (24)

where αi is a Rayleigh distributed random variable. Since
the fading coefficient is assumed to be constant over the
transmission duration for si the decision variable becomes,

Dk,i = αidk,i +Rñi,ck [0]/MN, (25)

and the conditional BEP may be expressed as,

Pe|αi = Q



√

2|αi|2εb

N0


 . (26)
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In order to derive an expression for the BEP that is
not conditioned on αi the following integral must be
performed:

Pe =

∞∫

0

Pe|αi p(γi)dγi (27)

where γi =
|αi|2εb

N0
represents the instantaneous received

signal-to-noise ratio (SNR). This is of course for the
case where a single transmit antenna and single receive
antenna is employed. Combining the MC-CDMA signals
with the OSTBCs introduces spatial diversity to the
system by orthogonalising NT xNRx spatial channels. Since
the CRCCCs offer equivalent performance to BPSK (or
QPSK) in both AWGN and flat fading channel conditions,
we may compare the simulation results to the diversity
expression for BPSK,

Pe =

[
1
2
(1−µ)

]L L−1

∑
k=0

(
L−1+ k

k

)[
1
2
(1+µ)

]k

(28)

where,

µ =

√
γ̄i

1+ γ̄i
(29)

and γ̄i is the average received SNR.

4. SIMULATION RESULTS

Monte Carlo simulations were performed for three channel
types. For all three types, the sampling frequency Fs=1
MHz, K=8, M=8, N=4, FFT size NFFT =MN, code rate
R=Rmax and the bit rate Fbit=2RmaxFs. Firstly, the CRCCCs
were employed along with the OSTBCs for various
numbers of transmit and receive antennas. The experiment
was then repeated with a frequency non-selective Rayleigh
(flat) fading channel. Lastly, the system was simulated
with two transmit and two receive antennas in the presence
of a multipath channel.

4.1 Additive white Gaussian noise

Figure 3 shows the BEP vs SNR per bit performance of the
proposed system when transmission took place through an
AWGN channel.

It can be observed from the figure that the system
achieves equivalent performance to a narrowband uncoded
BPSK/QPSK system and is independent of the number
of receive antennas. When the rate of the OSTBC is
Rmax < 1, or alternatively, NT x > 2, there is a performance
loss of approximately 1.25 dB. This is because of
the need to normalise the SNR to bit energy-to-noise
density ratio (εb/N0). The simulations confirm that the
OSTBC orthogonalises the various MC-CDMA signals
and illustrates the equivalence of the CRCCC-based
system to a narrowband uncoded BPSK/QPSK system.
Note that the BEP performance is the same for both
single and multi-user operation, due to the total absence
of MAI as a result of the perfect orthogonality of the

Figure 3: BEP vs SNR of the MIMO MC-CDMA system in an
AWGN channel

CRCCC codes. The results are illustrated and discussed
in subsequent sections.

4.2 Frequency non-selective Rayleigh fading

The BEP vs. SNR per bit performance results of the
proposed system when transmission is through a frequency
non-selective Rayleigh fading channel are shown in
Figures 4 and 5.

Figure 4: BEP vs. SNR of the MIMO MC-CDMA system in a
frequency non-selective Rayleigh fading channel (part 1).

The results have been split into two figures so that they may
be easily compared to the analytical curves. The single
antenna has for reference purposes been duplicated along
with the analytical curve for a diversity order of one. Fig. 4
shows the results for simulations where NT xNRx ∈ {1,2,8}.
It is observed that the system performs identically to that
of theoretical narrowband uncoded BPSK/QPSK, again
confirming the equivalence. Fig. 5 depicts the results
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Figure 5: BEP vs. SNR of the MIMO MC-CDMA system in a
frequency non-selective Rayleigh fading channel (part 2).

of simulations where NT xNRx ∈ {1,4,16}. Here similar
conclusions as in Fig. 4 may be drawn. Both of the
forgoing graphs also display the performance loss of
approximately 1.25 dB due to the reduced rate of the
OSTBC when NT x > 2.

4.3 Multipath Rayleigh fading

Fig. 6 illustrates the performance gain achieved by the
proposed CRCCC-based OSTBC CDMA-OFDM system
in a multipath channel environment, compared to a
conventional narrowband uncoded BPSK/QPSK system.
Employing CRCCCs provides a means to achieve multiple

Figure 6: BEP vs. SNR of the MIMO MC-CDMA system in a
multipath channel.

access (MA) in a communication system. The figure shows
multipath gains in the order of 2.25 dB (L=2) to 3.75 dB
(L=6) at a BEP=10−5, where L denotes the number of
multipaths in each case.

5. CONCLUSION

This study illustrated the equivalence of a CRCCC
CDMA-OFDM BPSK/QPSK MUI/MAI-free system and a
narrowband uncoded BPSK/QPSK system in terms of BEP
in the presence of AWGN and frequency non-selective
(flat) Rayleigh fading. This has clearly been confirmed
by the results obtained from the simulations performed.
It is furthermore demonstrated that the use of OCC
codes, and more specifically CRCCCs, provides a means
to extract otherwise non-exploitable multipath diversity
(as in ST-OFDM) in a multiple antenna environment.
This is achieved without incurring the expected rate
and performance loss of traditional CDMA systems.
This paper also highlights the prevention of uncontrolled
multi-user interference (MUI) through the use of CRCCCs
and illustrates the performance gains achievable with the
proposed multi-layered perfectly orthogonal technologies,
viz CDMA using CRCCCs, OFDM and OSTBC, while not
incurring additional processing cost.
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Abstract: This paper concerns M-ary quadrature amplitude modulation (M-QAM) with signal space 
diversity (SSD) and generalised selection combining (GSC) in independent and identically distributed 
(i.i.d) Rayleigh fading channels.  The theoretical symbol error rate (SER) performance in i.i.d 
Rayleigh fading channels for M-QAM with SSD and GSC is derived. The theoretical SER 
performance of M-QAM with SSD and GSC reception is confirmed via simulations. Thereafter, the 
diversity gain of M-QAM with SSD and GSC is also analysed. Finally the signal-to-noise ratio (SNR) 
gap of M-QAM with SSD between selection combining (SC) and maximal ratio combining (MRC) is 
investigated and validated via simulations. 
 
Keywords: Generalized Selection Combining (GSC), Signal Space Diversity (SSD), M-ary 
quadrature amplitude modulation (M-QAM). 
 
 
 

1. INTRODUCTION 
 

Over the last decade there has been a substantial increase 
in the number of wireless devices that utilise wireless 
connectivity with a large bandwidth. This drives a 
demand to improve wireless communications. In wireless 
communications, multipath fading is one of the main 
factors contributing to a decrease in bit error rate (BER) 
and/or symbol error rate (SER) performance. The 
application of diversity into a wireless communication 
system can play a role in improving BER and/or SER 
performance [1].  
 
The use of rotated signal constellations results in the 
addition of diversity into a system. This diversity is more 
commonly known as signal space diversity (SSD) and by 
adding SSD into a wireless communication system the 
BER or SER performance can improve [2, 3]. SSD can be 
thought of as a conventional M-ary quadrature amplitude 
modulation (M-QAM) constellation, rotated by a certain 
angle. Rotating the constellation would allow any two 
constellation points to achieve a maximum number of 
distinct components (constellation coordinates) [2, 3]. 
With the addition of component interleaving each of the 
components is affected by independent fading [3, 4]. As a 
result, SSD offers superior immunity to noise as there is a 
low probability that any two points will collapse at the 
same time [2, 3]. 
 
Receiver diversity can also be used to improve BER or 
SER performance. Receive diversity effectively provides 
multiple signal paths. This particular diversity technique 
takes advantage of the low probability that deep fading is 
unlikely to occur simultaneously on all signal paths [1]. 
Maximal ratio combining (MRC) and selection 

combining (SC) are two commonly used techniques 
which take advantage of multiple paths [5]. MRC offers 
superior performance at the cost of high implementation 
complexity since the receiver needs to estimate and 
combine all paths. SC has a lower implementation 
complexity since the receiver only needs to estimate all 
paths and select one path, but the low complexity of SC 
results in poorer performance. To trade-off between 
performance and complexity a hybrid selection 
combining scheme can be used [1]. This hybrid selection 
combining scheme is more commonly known as 
generalized selection combining (GSC). In GSC, a subset 
of receive antennas are selected based on each receiver 
path’s signal-to-noise ratio (SNR). This subset is then 
combined using MRC.  GSC is typically expressed as 
GSC         where L is the total number of receive 
antennas and    is the number of receive antennas which 
are being combined           .  GSC will result in MRC 
when      and similarly SC when     . GSC 
            offers lower complexity at the cost of 
performance reductions when compared to MRC. It is 
typically applied to offer a decrease in complexity whilst 
still providing BER/SER performance enhancements.  
 
Implementing SSD together with receiver diversity 
introduces additional diversity and improves BER or SER 
performance. Receiver diversity with SSD was previously 
considered in [6], where SSD with MRC in Rayleigh 
fading channels was investigated. MRC has higher 
resource requirements when compared to SC, such as 
power consumption and processing speeds. GSC allows 
for MRC to be used when required or a suboptimal 
choice between MRC and SC. This makes GSC more 
feasible, as it allows the user to select an option to 
favourably use available resources. For example in 
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portable applications, battery capacity can be a weak 
point. A system which applies variable GSC, depending 
on bandwidth load or signal strength can save significant 
battery power and other system resources.   
 
To the authors’ best knowledge M-QAM with SSD and 
GSC has not been discussed in literature. This motivates 
us to investigate the SER performance of M-QAM with 
SSD and GSC reception in this paper. For the purpose of 
this paper only square M-QAM constellations will be 
considered.  
 
In a SSD system, the BER or SER depends on the 
rotation angle of the constellation points. This paper 
highlights two previously applied methods to derive an 
optimal rotation angle, namely the minimum product 
distance (MPD) and the design criterion [6-8]. In this 
paper the design criterion refers to the criterion of 
minimum Euclidean distance (MED) on the compound 
constellation. The main focus of this paper is to extend 
the approach in [6] to derive a closed form expression for 
the SER of M-QAM with SSD and GSC reception, which 
has not been presented in current literature.  
 
A comparison between different methods can help one to 
decide which method best suits an application. It is vital 
to know the BER or SER performance difference 
between the two extreme cases of GSC, as this will allow 
one to correctly apply a blend between SC and MRC. 
Diversity analysis between the two extreme cases would 
theoretically provide insight on the performance 
difference. There has not been any recent work on the 
diversity analysis of SSD with MRC and SC. Should the 
diversity analysis result in no change, it then becomes 
important to analyse the signal-to-noise (SNR) gap 
between the two extreme cases. 
 
Previous work showing the SNR gap between SC and 
MRC for conventional M-QAM has been presented in 
[9]. However, [9] did not provide any claims as to how 
SSD would influence this relationship. This also 
motivates us to present a diversity and SNR gap 
investigation for M-QAM with SSD and GSC.  
 
The paper is organised as follows: a system model will be 
presented in section 2. The theoretical SER performance 
is derived in section 3. In section 4 the diversity gain and 
SNR gap are analysed. Simulation results and discussions 
are presented in section 5. Finally section 6 draws the 
conclusion of the paper. 
 

2. SYSTEM MODEL 
 

Consider a two dimensional M-QAM SSD system as 
shown in Fig. 1 [6]. The information bits are firstly 
mapped to two conventional M-QAM symbols. These 
two M-QAM symbols are then rotated. Finally the rotated 
M-QAM symbols are interleaved prior to transmission.  
This can be expressed mathematically as follows: 

Let the original and rotated constellation set be denoted 
by S and X, respectively.  The rotated M-QAM symbols 
are given by. 
 

        ,                                          (1) 
 

where           [        
 ] and          [        

 ]. 
     and      are the in-phase and quadrature component 
of a signal, respectively, and the rotating matrix    is 
given by [6]: 
 

   *         
         +                                     (2) 

 
A pair of M-QAM rotated symbols is interleaved prior to 
transmission. A typical pair of interleaved symbols is 
given by: 

                 (3.1)                                    
                                                  (3.2) 

 
The interleaved symbols             are transmitted in 
two subsequent time slots by a single transmit antenna 
over    receive antennas. Each symbol is transmitted at 
different time slots; however a pair of symbols needs to 
be received prior to retrieving the sent data, due to the 
interleaving, as de-interleaving is required.    
 
Let the received symbols at antenna   and at time slot   be 
denoted by    , where         ,        .      can be 
given by: 
 

                                             (4)             
 
where     is the additive white Gaussian noise (AWGN) 
with distribution          .     is the fading amplitude 
of the channel which can be modelled according to the 
Rayleigh distributed random variable with distribution 
given by equation (5):  
 

                                                           
 

where                         
    
Assume that full channel state information is available at 
the receiver. The symbols pass an in/de-interleaving 
process followed by GSC at the receiver. Maximum 
likelihood (ML) detection will be used to estimate the 
received symbols. A summary of the system can be 
viewed in Fig. 1. 
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of CRCCC sequences are maintained. Therefore, by
assigning an extended flock of CRCCCs to a single user,
it is possible to provide significant increase in rate and
spectral efficiency. The grouping of sequences belonging
to an extended flock is further motivated by the ability
to decode groups of sequences in a single FFT operation.
This is achieved by performing fast correlation according
to:

Rr,c0
k
=

M

∑
m=1

F −1
{

F {r(m)} ·
[
F

{
c0

m,k
}]∗}

, (4)

where F [.] and F −1[.] represents the FFT and IFFT
operations, respectively, (.)* denotes the complex
conjugate and r(m) is the mth sequence of received symbols
corresponding to the mth element code. Each symbol
in the resulting sequence is a sufficient statistic for the
detection of the data transmitted using one of the cyclically
rotated extension sequences corresponding to the decoding
sequence c0

k = [c0
1,k c0

2,k . . . c0
M,k] (i.e., the original parent

code of the CRCCC extended flock). The index of the
decision variable corresponds to the number of cyclic chip
rotations that was performed on the parent flock.

2.2 Space-time orthogonal frequency division multiplex-
ing

The CRCCCs have been shown to perform identical
to BPSK in a single antenna environment [8]. This
is extended to the multi-antenna environment in this
paper, by employing the combination of OSTB and
space-time-frequency OFDM (STF-OFDM). This ap-
proach achieves a diversity order of NT xNRx, i.e., the
product of the number of transmit and receive antennas,
as opposed to a diversity order of NRx in the case of
spatial multiplexing. However, there is a compromise
to be made: spatial multiplexing yields large capacity
gains predicted for multiple antennas when NRx ≥ NT x,
but at the cost of an increase in non-linear detection
complexity. This is normally not applicable to the forward
channel where the mobile mostly uses a single antenna
and also has limited computational resources. OSTBs may
have reduced capacity, but it is due to this reduction that
improved performance is achievable with a single receive
antenna. The maximum rate achievable with OSTBCs is
[9]:

Rmax =
m+1

2m
, (5)

where NT x = 2m− 1 or NT x = 2m. Let N denote the set
of all natural numbers, so that {m ∈ N|m ≤ 8}. Taking
ns blocks of data symbols and performing the modulation
operations common to single antenna systems, produces a
set of vectors

si = ΦWHCdi i = 1,2, . . . ns, (6)

where di is the ith vector of digitally modulated symbols,
C is a matrix with columns formed by the flocks of the
extended CRCCC, W is the discrete Fourier transform
matrix and Φ is a cyclic extension matrix. Taking the

rows of the resulting matrix in (6) and mapping them to
a sequence of matrices,

{s1[n] s2[n] . . .sns [n]}→ {Φ[n]}n =−CP,−CP+1, . . . , NFFT −1, (7)

according to an OSTBC, the triply orthogonal modulation
is completed. This mapping is mathematically equivalent
to mapping the entire OFDM symbols according to the
OSTBC before transmission. The index n represents the
discrete time index of the MC-CDMA sequences, NFFT
is the FFT length (also equal to MN for the system
concerned) and CP is the cyclic prefix length. The
transmitter is depicted in Figure 1 and the receiver in
Figure 2.

Figure 1: The modulation process performed at the transmitter

Figure 2: The demodulation process performed at the receiver

The received symbols are described by

Y[n] =
L

∑
l=0

HlΦ[n− l]+Nσ[n] n = 0,1, . . . , NFFT −1.

(8)

The ith column of Y[n] corresponds to the samples received
at time n during the ith OFDM symbol period (n is relative
to the beginning of the symbol period), Hl is the lth
matrix channel tap value of a length L+1 channel impulse
response, and Nσ[n] is a matrix containing i.i.d. AWGN
samples with zero mean and standard deviation σn. With
this formulation of the received symbols the detection
criterion for the MIMO demapping stage of the receiver
is expressed as:

NFFT−1

∑
n=0

||z[n]−F[n]ŝ[n]||2 , (9)

where,
ŝ[n] =

[
ℜ
[
ŝT [n]

]
ℑ
[
ŝT [n]

]]T
, (10)

z[n] = vec(Z[n]) , (11)

Z[n] =
1√

NFFT

NFFT−1

∑
k=0

Y[k]e− j2π kn
NFFT , (12)
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Table 1: Nearest neighbours 

Points Diagonal 
Neighbours 

Perpendicular 
Neighbours 

Side 2 3 
Centre 4 4 
Corner 1 2 

 
 
Based on                        and the NN 
approach, the SER for rotated 16-QAM can be given as 
[6, 8-11] : 
 
                                                     

 
where            and            are the 
probabilities of an error occurring due to incorrect 
detection of a nearby perpendicular and diagonal point, 
respectively.  
 
The coordinates of     and     in Fig. 2 and Fig. 3 can be 
given by:  
 

          *         
         +             (8) 

 
         *         

         +       (9) 
 

Then the Euclidean distance between          , and 
          can be evaluated as follows: 
 

                                (10) 
 

                                      (11) 
 

where            are the in-phase and quadrature 
components fading gain. 
 
Given     and    the conditional PEP of choosing    
given that    was transmitted is given by [17]:   
 

 [              ]   ( √
     

   
)    (12) 

 
where      is the Gaussian Q function. 
 
Substituting equation (10) into (12) results in the 
following: 
  

 [               ]   (√ 
 
 (      

           )) 

  (13) 
Similarly we have 
 
   [               ] 

  (√  (                           ))   (14) 

 

where      ̅ ∑  ̃     
    and      ̅ ∑  ̃     

   .     
        .  ̃            are the    largest channel gain 
of    ,        . L denotes the total number of receive 
antennas and   ̅         [  ] denotes the average 
SNR and      denotes expectation. 
 
The error probability          can be obtained by 
averaging the conditional PEP in equation (13) over 
independent fading channels for GSC reception as shown 
in equation (15): 
 
            

∫ ∫  [               ]
 
 

 
           (  )       

    (15) 
 

where             are the PDFs for GSC in Rayleigh 
fading channels given by the following expression [5, Eq. 
9.325]. 
 

     (    ) *   
 
  ̅      +                        (16) 

 
where  

   
          ̅
 ̅         

  

   ∑          (     )
    

   
 (   )

    
 

and      
    ̅ (  

  
    ̅    ∑  

  ( 
  
    ̅
)
 
      

   ). 
 
The PDF of GSC can be used to generate the PDF of SC, 
GSC       and MRC, GSC        which are given by [5] 
respectively as: 
 

         
 
 ̅ ∑      *     +   

      
   
 ̅                   (17.1) 

 

        
        

 
 ̅

 ̅                                      (17.2) 
 
In order to evaluate and simplify the expression in 
equation (15), the Q function in equation (12), needs to 
be simplified. This is accomplished with the trapezoidal 
approximation of the   function presented in [11]. The 
trapezoidal approximation of the   function is given as 
follows [11]: 
 

      
  (

 
  

  
 
  ∑   

  
          

   )        (18) 

 
where    

  
   ,  n is the upper limit for the summation. 

 
To simplify the integral found in equation (15), a moment 
generating function (MGF) will be used. The MGF of the 
output SNR is given by [5]: 
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          ∫      
 
          (19) 

  
The MGF for GSC can be derived using equation (18) 
and (19). For Rayleigh channels this is evaluated as [18, 
5- Page 383 Eq. 9.321]: 
 
              ̅      ∏ (    ̅  

 ) 
    

  
        (20) 

 
Using equation (13) and simplifying (15) with the   
approximation - equation (18), results in the following: 
 
           ∫ ∫ {     }

 
 

 
           (  )            

(21) 

where    
 
  (     

 
   (                 )

 ) , 

and    
 
  ∑   

   (                 )
          

    . 
 
From equation (20), the error probability equation (21), 
           can be further simplified as:  
 
 
           

 
       ( 

       
  

)     ( 
       
  

)  + 

    ∑      ( 
       

          
)     ( 

       
          

)    
      

(22) 
 

where        and    is the average expected energy 
per symbol and this is calculated based on the M-QAM 
constellation size.  
 
Similarly,             is derived as: 
 
            

 
       ( 

       
  

)     ( 
       

  
)  

+     ∑      ( 
       

          
)     ( 

       
          

)    
    

                                          (23) 
 
Substituting equation (22) and (23) directly into equation 
(7) results in the SER for 16-QAM with SSD and GSC. A 
similar approach is used to evaluate the SER for other M-
QAM constellation sizes. The perpendicular and diagonal 
neighbours for each constellation size are used to 
evaluate the coefficients of            and       
     which are denoted by    and    respectively and 
can be found in Table 2. 
 

Table 2:  Values for               
 

Constellations           
4 - QAM 2 1 2 
16 - QAM 3 2.25 10 
64 - QAM 3.5 3.0625 42 

256 - QAM 3.75 3.5156 170 
 

The values for    and     in Table 2 are verified using 
the expression found in [16, Table 2] for squared M-
QAM constellations.  
A more general expression for GSC M-QAM SSD can be 
written as 
 
                                           (24) 

 
where               vary with each M-QAM 
constellation and are tabulated in Table 2.  
 

4. DIVERSITY ORDER AND SNR GAP 
 
Diversity analysis gives an indication of the diversity of a 
system. The amount of diversity effects the overall 
SER/BER performance of a communication system. The 
diversity order has not been analysed for M-QAM with 
SSD in current literature.  This section will investigate 
the analysis of diversity and SNR gap between the 
extreme cases of GSC which are SC and MRC. 
This paper will show that GSC (    ) achieves the 
same diversity order as MRC for conventional M-QAM 
due to the total available receive antennas remaining 
constant. However, the SER performance of GSC is 
worse than MRC [9]. There is in fact an SNR gap 
between GSC and MRC even in conventional M-QAM. 
The SNR gap between SC and MRC in Nakagami-m 
fading channels has been investigated in [9]. However, it 
has not commented on the SNR gap between SC and 
MRC for M-QAM with SSD. In this section the same 
approach proposed in [9] will be used to investigate the 
SNR gap for M-QAM with SSD.        
 
4.1 Diversity order 
 
Consider that the fading is independently and identically 
distributed with the same fading parameters and the same 
average SNR,  ̅ for all    channels. For the purpose of 
this paper the diversity gain for the extreme cases will be 
derived. The extreme cases are      and     , which 
are the SC and MRC cases, respectively.   
The diversity order denoted by  , of a communication 
system can be defined as the slope of its error probability 
        in log-scale, at values where the SNR tends to 
infinity [19]. This can be evaluated as follows [19]: 
 

      ̅  
        ̅  
     ̅                          (25) 

   
An approximation will be used to simplify the expression 
for diversity order for both MRC and SC whilst 
maintaining a high level of accuracy. The SER is largely 
dependent on the MED. At high SNR values the 
perpendicular closest neighbours have a greater influence 
on the overall SER performance when compared to 
diagonal neighbours. The SER derived in section 3, 
equation (24) can be approximated to: 
 

                           (26) 
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Fig. 4: SNR difference between using full SER 
expression and            only for 4 and 256-QAM 
 
The accuracy of equation (26) is questionable at first 
glance therefore warranting the validation of its accuracy. 
As per the definition of diversity order, it is evaluated as 
the SNR approaches infinity and it is for that reason that 
the above approximation maintains a high level of 
accuracy when calculating the diversity order. In order to 
quantify the error introduced using the approximation, the 
accuracy of equation (26) is validated by comparing it 
directly with its accurate counterpart, equation (24).  Fig. 
4 shows a direct comparison of the theoretical results 
between equation (24) and (26) for 4-QAM and 256-
QAM SSD with GSC     . 
 
 Fig. 4 illustrates that the SER approximation is 
constellation size independent at high SNR. Both 4-QAM 
and 256-QAM exhibit a similar SNR gap between 
equation (24) and (26), at the same respective SER. Due 
to the approximation being constellation size independent 
the accuracy errors can be evaluated for 4-QAM and 
hence all values of M-QAM. More details are illustrated 
in Fig 5.1 and Fig. 5.2, which show the performance 
differences for 4-QAM at low and high SNR values, 
respectively. The difference in SNR between equation 
(24) and (26) change very little across SNR values, but 
the percentage error would increase as the SNR values 
tend to zero and decrease rapidly as the SNR values tend 
to infinity. Fig. 5.1 and Fig. 5.2 reveal an error of 0.3 dB 
and 0.4 dB when operating at 18 dB and 98 dB 
respectively.  
 

                                                         (27.1) 
 

                                                                      (27.2)   
 
Equation (27.1) – (27.2) prove that the approximation,  
equation (26) is valid and holds a high level of accuracy 
as depicted by the miniscule error at low SNR values and 
even smaller error at higher SNR values. Therefore for 
diversity order calculations the effects of             
can be neglected.  

 

 
 
Fig. 5.1: SNR difference between using full SER 
expression and            for 4-QAM at low SNR 
values     
 

 
Fig. 5.2: SNR difference between using full SER 
expression and            only for 4-QAM at high 
SNR values. 
 
 
Using the approximation presented in equation (26) the 
diversity order for           and           will be 
evaluated for L receive antennas.  
The   function in equation (15) will be simplified using 
the Chernoff bound found in [20] in order to simplify the 
diversity order calculations: 
 

       
  
     (28) 

 
Equation (15) can be approximated using this upper 
bound as: 
 
           
 
 ∫ ∫   

 
 (      

           )
 

 
 

 
           (  )        (29) 
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The effect introduced by the Chernoff upper bound 
approximation becomes negligible as the SNR 
approaches infinity when evaluating the diversity order.  
 
Substituting the PDF for SC, equation (17.1) into 
equation (29) results in the following: 
 
           
   ∫   

 
       

    
 

 
 ̅ ∑      *    

 +   
        

   
 ̅     

∫   
 
       

    
 

 
 ̅ ∑      *    

 +   
        

   
 ̅        

  (30) 
 

This can be simplified as follows: 
 

                (
 

∏ (   ̅    
  ) 

   
)  (   

∏ (   ̅    
  ) 

   
) 

(31) 
 
Using the SER approximation, equation (26) and 
simplifying the expression above using the upper bound 
of            found in equation (30) results in equation 
(32): 
 
                   
           (

 
∏ (   ̅    

  ) 
   

)  (  
∏ (   ̅    

  ) 
   

)      (32) 

 
 
Based on the definition of diversity order given in 
equation (25) and using equation (32) to evaluate the 
diversity order for            results in: 
  

        ̅  
   [                ]

     ̅          (33) 
 
Similar to the diversity order derivation of            we 
find the diversity order of            to be: 
 
 

         ̅  
   [                ]

     ̅                (34) 
 
The diversity analysis for both extreme cases of GSC 
results in the same diversity order. This is due to the SER 
difference becoming negligible as the SNR approaches 
infinity. This means that the diversity which is gained 
from all GSC cases will always be the same, as proved by 
the extreme cases of SC and MRC. 
 
It becomes important to perform a SNR gap analysis 
between the two extreme cases of SC and MRC to 
provide insight on the performance differences between 
SC and MRC and hence GSC. The extreme cases results 
in a diversity order of     each. In the next subsection 
the SNR gap between SC and MRC will be derived.  
 
 
 

4.2 SNR gap 
 
An SNR gap is defined in [9] as the difference in SNR or 
power that is required for that of SC and GSC to achieve 
the same SER when the diversity order is the same. At 
high SNR this gap will be constant since the slope of the 
SER for both SC and MRC/GSC is invariant. This paper 
will derive and discuss the SNR gap for SC and MRC. 
Adopting the approach proposed in [21], the SNR gap 
can be determined by the following expressions: 
  

        ̅          ̅             (35) 
 

where    is the SNR gain. The SNR gap in dB can be 
evaluated as follows: 
 

                                                 
(36) 

 
The exact SER equation presented in this paper is of high 
complexity and hence a closed form approximation is 
used to solve for the SNR gap. An accurate 
approximation of the   function shown in equation (37) 
[22], will be used to derive the SER of           and 
         . 
 

      
     ( 

  

 )  
 
    ( 

   

 )               (37)  
 

Furthermore the approximation presented in equation 
(26) will also be used to simply the SER expressions 
when evaluating the SNR gap. The accuracy of the SER 
expressions will not influence the SNR gain -    as both 
the SER of SC and MRC will be evaluated using the 
same approximations hence having its overall effect on 
the SNR gain and hence SNR gap nullified.  
 
Using the PDF of SC equation (17.1) and the   
approximation, equation (37) to simplify equation (15) 
results in the following: 
  
           
 (∫ (  

   
  
   

  
    

  )   ̅ ∑      *    
 +   

        
   
 ̅ 

    )  

 (∫ (  
   

  
      

    
 )   ̅ ∑      *    

 +   
        

   
 ̅ 

    )  
(38) 

where    
  
              

  
       

Using the approximation of the SER, equation (26), 
which neglects the effects of the diagonal points and 
evaluating the integral in equation (38), gives: 
 

                                                (39) 
where  

          ( 
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Similarly we have  
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By comparing the terms found in equation (39) and 
equation (40) a simplification can be made.        can be 
compared directly to      and the same applies to       
with     . This simplification can be used to evaluate  
equation (35) which results in the following 
 

(  
 
  ̅     

)
 
 (   ̅ ∑      *    

 +  ̅
(        ̅

 )
     

   )  (41) 

 
Using basic mathematics, from equation (41) the value of 
   can be determined as: 
 

          
 
                                               (42) 

 
              

  
                         (43) 

 
The same result was obtained in [21]. This proves that the 
SNR gap is not related to the rotation angle or 
constellation size.  Thus the SNR gap between a rotated 
and non-rotated constellation will be equal. Since the SC–
MRC SNR gap is angle independent, the SNR gap for 
other cases of SC–GSC SNR gap is also angle 
independent. Hence a more general expression for the 
SNR gap between SC and GSC can be simplified for 
Rayleigh fading channel directly from [21]: 
 

              
  
              

               (44) 
 

 where      .  
 

The above expression provides the SNR gap for SC to 
any GSC system for different values of   . In [21], the 
result was derived for non-rotated constellations. 
Equation (43), the MRC case proved the derivation to be 
angle independent, therefore equation (44) can be used 
directly for other GSC values for rotated constellations. 
Furthermore equation (44) does not contain any angle or 
constellation size dependent variables; this concisely 
proves the above statement.  
 

Equation (43) is verified by comparing simulation results 
with the expressions evaluation. Similarly equation (44) 
is also verified by simulation results. Both figures can be 
viewed in the results section.  
 

5. RESULTS 
 
The aim of this section is to validate the theoretical 
derivations produced in this paper through simulations. 
The SER performance for rotated constellations of 4, 16, 
64 and 256-QAM, at the optimal angle of       , for 
                    is presented. Please note the 
extreme cases of MRC and SC at the extreme ends of 
GSC is also presented in the results, i.e.      and 
    . 
 
The full SER expression given by (24) is graphed for 
each case above and compared to simulation results. This 
will be a means to verify the mathematical expressions as 
well as compare the simulated system performance with 
theoretical performance.  
 
The simulated SNR gap of SC and MRC is presented to 
verify (43). The SNR gap between SC and MRC for 
        is verified in the results section via simulations. 
Thereafter the SNR gap for SC and GSC (         will 
be graphed for values of       to verify (44). The SNR 
gap provides more insight as to the performance 
compromise when switching from MRC to a specific 
GSC case. It would allow one to visualise the gain/loss in 
performance as the    value is increased or decreased.  
 
The SER simulations were performed over independent 
and identically distributed (i.i.d) Rayleigh flat fading 
channels with AWGN and perfect channel estimation at 
the receiver.   
 
Fig. 6-9 shows the simulated and theoretical SER 
performance of SSD systems with     and different    
values for 4, 16, 64, and 256-QAM, respectively. All 
exhibit a small difference in performance between the 
simulation results of the SER and the theoretical SER at 
low SNR values (SNR < 17dB). If more than a single bit 
error occurred this will still count as a single SER and 
hence a slight difference in the theory vs. simulations at 
low SNR values.  
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Fig. 6: SER - 4-QAM SSD with GSC in Rayleigh fading 

channel 
 

 
Fig. 7: SER - 16-QAM SSD with GSC in Rayleigh fading 

channel 
 
 

 
 
Fig. 8: SER - 64-QAM SSD with GSC in Rayleigh fading 

channel  
 
 

 
Fig. 9: SER - 254-QAM SSD with GSC in Rayleigh 

fading channel 
 
 
 

At medium to high SNR the theoretical SER and 
simulation SER, for M-QAM in all GSC cases, closely 
overlap each other. This difference becomes more 
prominent as the constellation size increases because 
higher order constellations produce a greater number of 
errors at low SNR values and hence in practical 
applications the lower SNR values are seldom used, 
making the difference at lower SNR values unimportant.  
 
A performance improvement as the    value increases 
from SC to MRC is also observed. By utilising a GSC 
scheme a designer can use this information to decide on a 
suitable    value for a device.  
 
5.1 SNR gap relationship 
 
The theoretical SNR gap using equation (43) and (44) are 
compared to actual simulation results. Due to the fact that 
the SNR gap is constellation size independent, the 
simulation results are only analysed for a 16-QAM 
constellation size at the optimal angle of 31.7 degrees.  
 
Fig. 10 shows the results for the SNR gap which were 
derived in section 4.2. From Fig. 10 one can observe that 
the simulation results closely overlap the theoretical 
results, confirming that the relationship is true.  As the 
number of receive antennas is increased the SNR gap 
between SC and MRC will increase at the same rate for 
M-QAM with and without SSD.  
 
The simulations were performed at a constant SER 
of      for that of SC and MRC and the dB difference is 
calculated and graphed for a different number of receive 
antennas. At high SNR values the SER will be very 
small, thus making it hard to simulate. The relationship 
which was derived in section 4.2 holds when the SNR is 
substantially large (SER is low at high SNR). It is then 
that the SER of SC and MRC will be parallel to each 
other and hence a constant SNR gap between them. Due 
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to computational requirements and accuracy when 
simulating at low SER, the SNR gap has been presented 
for up to five receive antennas.  
 

 
 

Fig. 10: SNR gap for different L values  (MRC- GSC) 
 

 
 

 Fig. 11: SNR gap for different    values at       
 

A non-linear curve representing the SNR gap between SC 
and MRC can be observed in Fig. 10. From the graph one 
can observe that when   2 the SNR gap is 1.5 dB but 
when   5 the difference is 4.1 dB.  
 
Fig. 11 illustrates the SNR gap for different    values 
when L=5 and L=3. This is to verify equation (44) from 
[21] is correct. As can be seen that the SNR gap increases 
as    increases. The graph gives a visual representation of 
the SNR gap which is gained when switching from SC to 
GSC and then to MRC. As can be realized the 
relationship is a curve which has the least SNR gap gains 
when    approaches  . For example with   5 and 
     there is an increase in the SNR gap of 2.4 dB 
from that of          . But when      there is an 
increase of 0.2 dB from that of     . This is useful 
information as one is able to realize that even though 
MRC is the best performing, it might not be worth the 
extra complexity. 
                
 

 
 

6. CONCLUSION 
 
The use of GSC on a SSD system is presented in this 
paper as a possible method to improve wireless 
communication SER performance. The SER performance 
of SSD using GSC with   receive antennas is derived in 
Rayleigh fading based on the nearest neighbour approach. 
A closed form solution based on the MGF function was 
presented in this paper.   
 
The relationship between applying GSC         - SC 
or GSC        - MRC is derived and proved to be 
positively related to the number of receive antennas. 
Similarly the power gain between SC and MRC and 
hence SC and GSC are presented in this paper and proved 
to be positively related to the number of receive antennas.  
 
GSC proved useful as illustrated by the SNR gap curve 
and the small increase in performance as    approaches  . 
This was demonstrated by the small increase in the SNR 
gap as     approaches  .  
 
The scheme presented in the paper proved to be 
successful as it demonstrated that the theoretical 
performance closely matches simulated performance and 
the use of GSC with SSD on an M-QAM constellation 
will increase SER performance.  
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Abstract: In this paper, we investigate the performance of an alternative received signal filtering 
technique based on local averaging to improve the quality of handover decisions in Long Term 
Evolution (LTE) networks. The focus of LTE-Advance (LTE-A) networks is to provide enhanced 
capacity and reliability of radio access as well as broadband demand for mobile users. The necessity 
to maintain quality of service, especially for the delay sensitive data services and applications, has 
made mobility and handover decisions between the base stations in the LTE networks critical. 
Unfortunately, several handover decision algorithms in the LTE networks are based on the Reference 
Signal Received Power (RSRP) obtained as a linear averaging over the reference signals. The critical 
challenge with the linear averaging technique is that the limited reference signal available in the 
downlink packet introduces an estimation error. This estimation error is a result of the effects of linear 
averaging on propagation loss components in eliminating fast-fading from the received signals. 
Moreover, prompt and precise handover decisions cannot be based on inaccurate measurement. The 
standardized LTE layer 3 filtering technique is applied to the local averaged layer 1 signal to render it 
suitable for LTE handover decisions. The local averaging technique produces better handover than the 
linear averaging technique in terms of the reduced number of handover failures, improved high 
spectral efficiency and increased throughput, especially for cell-edge users with high speeds. The 
findings of this study suggest that the local averaging technique enhances mobility performance of 
LTE-Advance networks. 
 
Key words: averaging, evolution, filtering, handover, signal, network 
 
 
 

1. INTRODUCTION 
 

The Long Term Evolution (LTE) standard has evolved to 
the LTE-Advance in the Third Generation Partnership 
Project (3GPP) release 12 [1]. The specification of radio 
access networks was renewed to enhance the capability 
and reliability of the networks. The capability 
enhancement was achieved in the LTE networks because 
of the orthogonal frequency division multiplexing 
technology employed in the radio interface. The LTE 
radio interface technology supports a transmission 
protocol that uses both the Frequency Division Duplex 
(FDD) and the Time Division Duplex (TDD) 
mechanisms. The transmission mechanisms in downlink 
and uplink are based, respectively, on the Orthogonal 
Frequency Division Multiple Access (OFDMA) and 
Single Carrier Frequency Division Multiple Access (SC-
FDMA) controls. The OFDMA allows for robustness of 
inter-symbol interference while enabling data and 
physical layer signals to be concurrently multiplexed. The 
smallest unit of resources transmitted in one OFDMA 
symbol that corresponds to one subcarrier is called a 
resource element. A group of resource elements that 
corresponds to 12 subcarriers in the frequency domain in 
one OFDMA symbol is called a resource block. Some 
resource elements within a resource block are reserved 
for special functions such as control signaling, system 
information broadcast, cell search and synchronization, 

while the remaining resource elements are used for data 
transmission. 
 
The reference signals (RSs) which are multiplexed into 
resource elements are used by a user equipment (UE) to 
determine the RSRP and Reference Signal Receive 
Quality (RSRQ) [2]. The RSRP report from a UE is used 
to estimate the propagation channel condition. Some 
other methods that could be applied to estimate the 
channel condition include the exploitation of correlation 
properties of the channel, the use of deductive knowledge 
of a parametric model of channel, and blind estimation [3, 
4]. The use of RSs for channel estimation is the most 
common solution because it is simple to implement [3]. 
However, this simplicity trades off spectral efficiency for 
tracking variations in the channel and reduces channel 
estimation accuracy because of the limited number of 
RSs available within each sub-frame. The limited RSs are 
the primary reason that the available RSs in adjacent sub-
frames are exploited to yield more accurate results [3, 5]. 
The use of the linear averaging technique over the RSs in 
the derivation of RSRP limits the capability of the RSRP 
to make fast, accurate handover decisions for UE, 
especially when a sudden attenuation in the received 
signal is experienced by the UE [6, 7]. This is because 
linear averaging over RSs, necessary for removing the 
effects of fast-fading, interferes with other propagation 
loss components such as shadowing and path loss, and 
hampers the accuracy of the channel estimation.  



Vol.106 (4) December 2015 SOUTH AFRICAN INSTITUTE OF ELECTRICAL ENGINEERS 213

 
 
 
Several variations of the linear averaging technique have 
been proposed in literature in an attempt to strike a 
balance between accuracy and complexity [8]. An 
alternative technique based on the local averaging can be 
used to solve the problem arising from the removal of 
fast-fading from the received signal [7, 9, 10] as well as 
assist in the protection of the integrity of other 
propagation loss components. It is particularly germane 
to note that the accuracy of the estimation made by a UE 
from the received signal depends largely on the averaging 
technique employed and has a significant impact on the 
ability of the handover algorithm to make fast, reliable 
decisions [11, 12]. Application of local averaging 
technique in cellular networks was demonstrated in [13]. 
It should be noted that LTE networks belong to the 
family of 3GPP technologies. Moreover, layer 1 (L1) 
filtering is not restrained by the 3GPP standards [14]. The 
local averaging technique is therefore investigated in LTE 
networks to achieve fast and reliable handover decisions 
for delay-sensitive data services, especially for a 
handover decision occurring at the cell-edge in the 
presence of multiple interfering signals from neighboring 
cells. 
 
This paper reports the performance comparison of 
handover decisions made by using local averaging (L1 
filtering) and linear averaging (L1 filtering) of RSRP. 
Performance is evaluated in terms of throughput, spectral 
efficiency and average number of handover failures 
between the UE speeds of 3km/h up to 120km/h [15]. The 
remainder of this paper is succinctly organized as 
follows: handover averaging techniques are first 
discussed; the simulation method and the parameters to 
compare the performances of the two averaging handover 
techniques are thereafter presented; and finally, results of 
the simulation experiments are presented. The paper 
concludes with a brief statement of achievement. 
 

2. HANDOVER AVERAGING TECHNIQUES  
 
A handover is a process of transferring a UE call or a 
data session from one cell site to another cell without 
disconnecting the session. The tasks of a handover can be 
classified appositely into handover measurement,  
 
 

 
 
handover processing and handover decision. 

Herewith we discuss these handover tasks.  
 
2.1 Handover Measurement 
 
The effects of interference on the signal received by a UE 
in a typical wireless propagation are classified into path 
loss, shadowing and fast-fading [12, 16]. The 
corresponding values of these losses, antenna gain and 
power transmitted from an eNodeB within the operating 
bandwidth are measured by the UE to facilitate dynamic 
allocation of network shared resources (E-UTRAN). The 
UE needs to provide a base station with measurement 
values of its downlink channel quality, from its cell as 
well as from neighboring cells, to facilitate the selection 
of an appropriate cell to connect to the UE. The 
measurement of UE is necessary for mobility of a user 
within the E-UTRAN. The UE measurement is performed 
using RSRP over cell-specific RSs which are multiplexed 
into the OFDM resource elements and transmitted by 
some subcarriers. The RS is available to all UEs in a cell 
for determining a phase reference demodulation of 
downlink control channels and for generating the Channel 
State Information (CSI) feedback [3]. Channel estimation 
is achieved through the transmitted OFDM signal using a 
filtering technique. Typical implementation of an OFDM 
transmitter is shown in Figure 1. 
 
The transmitted serial data symbol is passed through a 
serial to parallel converter to generate L-dimensional 
parallel data block T

L kSkSkSkS ]][],...,[],[[][ 110  . 
Each component of the parallel data stream is 
independently modulated, resulting in a complex vector 

T
L kYkYkYkY ]][],...,[],[[][ 110   used as an input to an 

Inverse Fast Fourier Transpose (IFFT) system to generate 
time domain M complex samples using Equation 1: 
 

)2exp(][1][
1 M

mjLkY
M

ky
M

L
Lm 



                (1) 

 
A conjugate operation is performed at the receiver using 
an equivalent FFT operation to obtain the frequency 
domain vector of the transmitted signal. If y(t) is the 
transmitted symbol at time (t) where h(t) is a continuous 
time channel impulse and n(t) is additive noise, then the 

Figure 1: Model of an OFDM transmitter 
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received signal, x(t), in a multipath environment is 
represented using the received discrete time OFDM 
symbol x[k] with cyclic prefix, CP given as: 
 












































































 ][

][

][

][

][

][

][

][

][

][

][

][

1

0

1

01

2

1

1

0

1

0

kn

kn

kh

kh

ky

ky

ky

ky

ky

ky

kx

kx

MCPCPM

CPM

M

M

MM









  

(2) 

To simply matters, Equation 2 can be written further as 

follows:  
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The FFT of matrix   containing the subcarriers with 
varying peak values produces a diagonal matrix [17, 18]. 
This implies that the matrix   is equivalent to YFF H  
where F  is a FFT matrix and Y  is a diagonal matrix 
whose elements are given, respectively, by 
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M
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

.  

The frequency domain representation of the received 
signal sample X[k], after applying the FFT, is given by 
Equation 4: 
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The Channel Frequency Response (CFR) denoted by 
H can be expressed in terms of the Channel Impulse 
Response (CIR): h  as hFH .  [17]. 
 
2.2 Handover Processing  
 
The handover processing, also called the L1 filtering as 
defined by 3GPP, is performed at the LTE physical layer 
[14]. The purpose of this filtering is to remove the effects 
of fast-fading in the signal received by a UE. Linear 
averaging and local averaging are two handover 
processing techniques studied for this purpose. Linear 
averaging is the common technique for estimating a 
channel over an RS. The channel estimation is performed 
either in the frequency domain or the time domain [3, 8]. 
The estimate of the channel is then performed using 
interpolation at several RS positions. For instance, the de-
correlation of RS performed in the frequency domain is to 
determine the Channel Transfer Function (CTF) as given 
by Equation 5: 
 

iii vhFv ~ˆ                                          (5) 
 

Where i  is a value within the interval ),...,0( M ; M is the 
number of the available RSs; hFi  is the same as the CFR; 
and v~  is the white noise vector. If a generic linear filter 
D  is used in the interpolation scheme for determining an 
estimate of a channel over a subcarrier at index n  then the 
CTF at subcarrier n  can be written as follows: 
 

in vDv ˆˆ                                           (6) 
 
The estimation error of the interpolated CTF of subcarrier 
n  can be expressed as the difference between the actual 
value and the estimated value as follows:  
 

iin vDhDFFv ~)(~                         (7) 

The common linear filters make use of techniques such as 
Least-Squares (LS) and Minimum Mean-Square Errors 
(MMSE) [8, 17, 19]. The LS is simple to implement, but 
it cannot be applied directly to LTE networks because of 
the ill-conditioning of the matrix inverse on the 
unmodulated subcarriers [3]. The MMSE produces a 
more accurate estimate than the LS; however, the MMSE 
is computationally expensive because it requires second 
order characteristics of the channel to perform the 
channel estimation [17]. 
 
Local averaging, an alternative technique to the linear 
averaging technique, is performed as a convolution of the 
exponential filter with the downlink received signal [7]. 
This averaging technique is based on the local scattering 
function that estimates the power spectrum of the 
measured data using an orthogonal window [9, 20]. The 
individual estimates of the spectra from the independent 
window data are aggregated by averaging to obtain a low 
variance estimate of the channel [21, 22]. If the CFR of 
the sampled spectra in time and frequency domains is 
represented by ],[ yxH , and assuming that the index of 
each tapped spectral at a specific period corresponds to 

],[ ftw , the relative sampled spectral indices in time and 
frequency domains are given, respectively, by                  
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Where x  is a time value from the interval of 
)1,...,0( X  and y is a frequency value from the 

interval )1,...,0( Y . The estimate of the local scattering 
function at each index corresponding to a discrete sample 
is given by Equation 8: 
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Where 
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Where M  and N  denote, respectively, the total number 
of tapped spectral used in both the time and frequency 
domains. The parameter pQ  is the window function 
equivalent to the exponential filter used for local 
averaging and avN  is the averaging window size. The 
parameter pQ  is determined as follows: 
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2.3 Handover Decision  
 
The UE keeps track of the received signal measurement 
from its serving cell and neighboring cells in order to 
recognize the cell with the best signal at the current 
position. The report of this measurement is sent to the 
serving eNodeB. Signal attenuation is experienced by the 
UE as it moves towards the target eNodeB in the 
strongest interfering cell from the serving eNodeB. In 
other words, the signal received from the serving eNodeB 
gradually deteriorates, while that from the neighboring 
eNodeB (target eNodeB) gradually increases. At a 
particular distance from the serving eNodeB, the received 
signal from the serving eNodeB goes below the handover 
threshold, a predefined value in the eNodeB. The farther 
a UE moves away from the serving eNodeB, the more the 
signal attenuates, while there is a corresponding increase 
in the received signal from the target eNodeB. At a point 
between the two eNodeBs, the received signal from the 
serving eNodeB becomes lower than that from the target 
eNodeB. Figure 2 illustrates the concept of handover 
margin, the maximum difference between the values of 
the received signals from two eNodeBs that can be 
tolerated before triggering a handover decision. The 
region beyond the handover margin where a handover 
decision occurs is called the handover region. Handover 
margin is considered in a handover decision before 
moving a UE to the target eNodeB.  
 

Handover Region

Serving eNodeB Target eNodeB

Handover Margin

UE

R
ec

ei
ve

d
si

gn
al

Distance travelled by UE from eNodeB  
Figure 2: Received signal from two eNodeBs and 

handover margin 
 

3. SIMULATION 
The local filtering handover technique described in the 
previous section was implemented using the system level 
simulator [25] as a new module in the LTE networks. The 
original filtering technique implemented in the simulator 
is based on linear averaging, while the local averaging 
technique was implemented as a unique contribution of 
this study. The linear filtering algorithm implemented in 
the simulator was to determine the Mutual Information 
Effectiveness SINR (Signal to Interference plus Noise 
Ratio) Mapping (MIESM) to serve as a baseline for 
comparison with the implemented local averaging 
filtering technique. Two handover decision algorithms 
were implemented using the two filtering techniques to 
assess their performances on the overall network. Figure 
3 shows a microcell network layout with the hexagonal 
grid using seven tri-sector sites (cell 0, cell 1 and cell 2) 
for the simulation experiments. The inter-site distance for 
each scenario was chosen according to the 
recommendation of ITU Radio communication (ITU-R) 
[26]. System bandwidth of 10MHz with 25 resource 
blocks and 2GHz carrier frequency was used for the 
simulation experiments.  
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Figure 3: Network layout 7-sites hexagonal grid 
 

The number of UEs at the commencement of the 
simulation experiments was kept constant. The UEs were 
uniformly distributed over the network coverage and their 
directions were randomly chosen from the range of 0o to 
360o C. Each UE moved with a constant speed throughout 
the entire simulation. The speed of UE was chosen from 3 
km/h, 30 km/h and 120 km/h depending on the scenario 
[15]. The channel estimation of the signal received at UE 
was dependent on the path loss, shadow fading and fast- 
fading [27-29]. The shadow fading with a standard 
deviation of 8dB and 0 mean was used for the simulation. 
The details of the simulation parameters are provided in 
Table 1.  
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Table 1: Simulation Parameters 

 
4. RESULTS AND DISCUSSIONS 

 
The results of the simulation experiments performed in 
this study are discussed in this section. Each simulation 
experiment was performed for the duration of 500 TTIs 
(Transmission Time Intervals) to ensure the reliability of 
results. The system performance is evaluated using the 
metrics of throughput, spectral efficiency and average 
number of handover failures for each of the L1 filtering 
techniques. Performance metrics have been selected to 
evaluate system and mobility-related performances [30, 
31]. The throughput, the total number of the transmitted 
data packets per second, is measured in units of bits per 
second (bps) [3, 32]. The spectral efficiency which 
indicates the amount of spectrum used is the net UE data 
bit rate transmitted over the operating bandwidth and is 
measured in bits per second per hertz (bps/Hz) [9]. 
 
The values used for the averaging window avN  in the local 
averaging filtering techniques are, respectively, 5, 6 and 
8.5 for the corresponding UE operating at standard speeds 
of 3, 30 and 120 km/h. In Figure 4, the empirical 
Cumulative Distribution Function (CDF) of the average 
UEs spectral efficiency at 3km/h is presented. The 
empirical CDF gives a fair estimate of the UEs CDF and 
a consistent estimate of the real CDF at any given point 
[24]. We have observed that a handover algorithm based 
on the local averaging technique is slightly more spectral 
efficient than the linear averaging technique in terms of 
the rate of information transmitted in number of bits per 
channel. There is no remarkable difference in the spectral 
efficiency for the 10th to 30th percentile, but the average 
user spectral efficiency gradually increases from the 40th 
percentile to about the 95th percentile. Results indicate 
that the capacity obtained within the cell is higher for 
average users and peak users when the local averaging 
filtering technique is used at this speed. 
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Figure 4: Empirical CDF of average UE spectral 
efficiency at 3 km/h 

 
Figure 5 presents the results obtained when UEs are 
moving at 30 km/h in the simulated environment. The 
empirical cumulative distribution function (empirical 
CDF) shows that the probability of the average UE 
spectral efficiency is higher when the local averaging 
technique was used for a handover decision, suggesting 
that the number of bits transported within the bandwidth 
at this speed is higher for the local averaging technique 
than for the linear averaging technique. It is observed 
from this result that there is a significant difference 
between linear averaging and local averaging in terms of 
the amount of information transmitted by an average user 
at the 10th percentile to the 90th percentile. The local 
averaging technique produces higher average user 
spectral efficiency in bits per second per hertz than the 
linear averaging technique. 
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Figure 5: Empirical CDF of average UE spectral 
efficiency at 30 km/h  

 
The empirical CDF in Figure 6 shows the average user 
spectral efficiency in bits per second per hertz (bps/Hz) 
when the UE speed is 120 km/h. The results suggest that 
the limited frequency spectrum is more utilized when the 
local averaging technique is employed than when the 
linear averaging technique is used, meaning that the 
average number of users accommodated to transmit call 
simultaneously over the limited spectrum is higher for the 
local averaging technique, although at about the 95th 
percentile there is only a slight difference between the 
performances of the two averaging techniques studied. 
However, there is a clear indication of the impact of 
differences in the averaging technique on the spectral 
efficiency within a cell from the 20th percentile to about 
the 90th percentile. 

PARAMETERS ASSUMPTION 
cell layout Hexagonal grid (21 eNodeB, 3 

sectors per eNodeB) 
carrier frequency 2 GHz 
resource block (PRB) 50 
system bandwidth 10MHz , 180kHz per  PRB 
eNodeB Tx power 46 dBm 
L3 sampling 200TTI 
L3 filter coefficient 4 
UE per eNodeB 20 
UE noise figure 9 dB 
packet scheduler proportional fair 
path loss 128.1 + 37.6log10 (R in km) dB 
shadow fading standard deviation = 8dB 

correlation mean = 0 
correlation between eNodeB= 
0.5 

fast fading winner channel model 
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Figure 6: Empirical CDF of average UE spectral 
efficiency at 120 km/h 

  
Figure 7 shows the results of the peak throughputs based 
on linear averaging and local averaging techniques. It can 
be observed from Figure 7 that the effects of these 
filtering techniques are not noticeably distinguishable at a 
relatively low speed of about 3 km/h. However, the local 
averaging technique achieves a better performance in 
terms of the peak throughput within the cells as the speed 
increases. It can be determined from Figure 7 that while 
the effect of the average multiple independent spectra 
used by the local averaging technique is not clearly 
visible at low speeds, it gives a better estimate of the 
channel quality that is achievable by a UE as the speed 
increases. The improved throughput experienced at 
higher speeds when the local averaging technique is 
employed is due to the accuracy of the channel estimate 
which influences the choice of MCS and increases the 
data rate achieved by the UE. 
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Figure 7: Peak user throughput at different UE speeds 
 
The results of the simulation experiment for the average 
throughput experienced by a user are shown in Figure 8. 
The performances of the two filtering techniques are 
almost the same for the throughput experienced by the 
UEs. However, the average user throughput experienced 
when the local averaging technique was employed is 
slightly higher than that of the linear averaging technique 
at higher speeds. This is because at low speeds, the rate of 
change of the radio channel condition experienced by a 
user is very low, rendering the estimation error of both 
filtering techniques negligibly small. At higher speeds, 
however, the radio channel changes at a faster rate and 

requires a highly accurate filtering technique to keep 
track of the channel conditions.   
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Figure 8: Average user throughput at different UE speeds 
 

Figure 9 presents the results of the cell-edge user 
throughput at different UE speeds. The cell-edge user 
throughput performance with the local averaging 
technique is slightly better than with the linear averaging 
technique at higher user speeds. Although the cell-edge 
user throughput for the linear averaging technique is not 
as high as that of the local averaging technique at low 
user speeds, the rate of change is not as remarkable as in 
the local averaging technique. However, the rate of 
change for the cell-edge throughput based on the local 
averaging technique is remarkably better than that of the 
linear averaging technique at higher speeds. This result 
translates to the perceived QoS experienced by the cell- 
edge users as the speed increases. The low speed users 
might experience a sharp change in the QoS when the 
local averaging technique is used, though this might not 
be the case for a UE that employs the linear filtering 
technique. However, the experience is reversed in the 
case of a UE at higher speeds. 
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Figure 9: Cell-edge user throughput at different UE 
speeds 

 
Figure 10 shows the average number of handover failures 
per UE speed. When the speed is as low as 3 km/h, the 
rate of handover failures obtained is low for both of the 
handover filtering techniques. The rate of handover 
failures due to the linear averaging technique is as low as 
less than 1.5%. The average number of handover failures 
observed is also remarkably low for the local averaging 
technique, with a value less than 1%.  
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Figure 10: Effect of UE speeds on average number of 
handover failures 

 
As expected, the average number of handover failures 
increases as the user speed increases. At higher speeds, 
the difference in performance of both handover filtering 
techniques is not particularly significant. However, the 
effect of L3 filtering on handover failures becomes 
apparent at a higher speed because L3 algorithms filter 
output used for triggering a handover decision. In 
addition, this reduces the L1 estimation error, which 
becomes higher as user speed increases because of the 
high uncorrelated nature of the time-varying channel 
between the UEs and the base stations. 
 

5. CONCLUSION 
 
This paper reports the performance of the local averaging 
technique in LTE networks. The evaluation metrics of 
throughput, spectral efficiency and average number of 
handover failures establish comparison between the local 
averaging handover technique and the linear averaging 
handover technique using UEs at various speeds. 
Performance analysis shows the effect of each handover 
filtering technique on achievable capacity within the 
system in terms of spectral efficiency, user throughput 
and mobility based on the average number of handover 
failures. The spectral efficiency for pedestrian speed (3 
km/h) UEs for the local averaging technique when 
compared to the linear averaging technique produces,  
respectively, an increase of 9.1%, 10.8% and 15.1% for 
cell-edge, average and peak users. From the results 
obtained at a UE speed of 30 km/h, the comparison 
between the linear averaging technique and the local 
averaging technique shows, respectively, increased 
capacities of about 31.6%, 37.9% and 15.3% for cell-
edge, average and peak users. The spectral efficiency at a 
higher speed of 120 km/h produces, respectively, 52.1%, 
68.7% and 40.8% increased capacities for cell-edge, 
average and peak users. The system throughput for cell-
edge users shows, respectively, a 44.8%, 11.7% and 
42.8% improvement at UE speeds of 3 km/h, 30 km/h 
and 120 km/h when the local averaging filtering was 
employed. The peak user throughput for the linear 
averaging technique is 4.1% better than that of the local 
averaging technique. However, the local averaging 
technique shows, respectively, better performances of 

about 23.1% and 27.4% at the UE speeds of 30 km/h and 
120 km/h.  
 
The results ultimately obtained from the comparison of 
the average number of handover failures between the two 
L1 filtering techniques show a significant reduction in the 
average number of handover failures of about 80.9% for 
pedestrian users at the speed of 3 km/h using the local 
averaging technique. The results at the UE speeds of 30 
km/h and 120 km/h show, respectively, reductions of 
about 0.5% and 4.6% in average number of handover 
failures of the local averaging filtering technique. The 
application of the L3 filtering in the local averaging 
technique further improves performance by 26.9%, 8.6% 
and 0.8% at the UE speeds of 3 km/h, 30 km/h and 120 
km/h, respectively.  
 
The results of this study reveal that both handover 
filtering techniques investigated are suitable for making 
handover decisions in LTE networks. However, the local 
averaging technique could ensure the provisioning of 
higher Quality of Service (QoS) on LTE networks 
because of the reduced average number of handover 
failures and improved cell capacity as reflected by the 
spectral efficiency. As maintaining QoS is particularly 
germane, diverse sophisticated techniques have been used 
to maximize the performance of networks for achieving 
high user throughput. The distribution of user throughput 
is a clear indicator of QoS. In codicil, it shows data rates 
experienced by users at different locations within the cell: 
the 95% user throughput is considered a peak throughput; 
the mean user throughput is considered a typical data rate 
achievable within the coverage area of the networks; 
while the 5% user throughput is termed cell-edge user 
throughput. The results of user throughput at different 
speeds as a result of applying two handover filtering 
techniques have been presented in this paper. 
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Figure 10: Effect of UE speeds on average number of 
handover failures 

 
As expected, the average number of handover failures 
increases as the user speed increases. At higher speeds, 
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techniques is not particularly significant. However, the 
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becomes higher as user speed increases because of the 
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